
 
 
 
 
 
 
 
 
 

 

Project supported by the 
European Commission 
Contract no. 011938 

 

Draft  DS8_T1: 
 Aperture Arrays for 

the SKA 

Doc.nr.:  

Rev.: 0.91 

Date: 17 March 2010 

Class.: Public 

  1 of 146 

 
 
 
 
 
 
 
 
 

 
 

Design Study 8 Task 1 Deliverable 0.5 
 
 

Aperture Arrays for the SKA:  
the SKADS White Paper 

 
 

Authors 
 

The SKADS Teams 
 
 
 

 
System Group: 
 
Andrew Faulkner (Chair) Arnold van Ardenne 
Steve Torchinsky   Andre van Es 
Paul Alexander    Rosie Bolton  
Steve Rawlings    Jan Geralt bij de Vaate 
Dion Kant    Jaap Bregman 
Stelio Montebugnoli   Mike Jones 
Philippe Picard    Peter Wilkinson 



 
 
 
 

 

Project supported by the 
European Commission 
Contract no. 011938 

 

Draft  DS8_T1: 
 Aperture Arrays for 

the SKA 

Doc.nr.:  

Rev.: 0.91 

Date: 17 March 2010 

Class.: Public 

  2 of 146 

Distribution list: 
 
 

Group: Others: 

DS-Manager 
Task Leaders 

SKADS-MT 
SKADS Project Office 

 
 

Document history: 
 
 

Revision Date Chapter / Page Modification / Change 

  - Creation 

    

 
 

Approvals: 
 
 
 
 
 
First Author:  Andrew Faulkner   Date: 18 March 2010 
 
 
 
Task Leader:   ééééééééééééééé.  Date: ééééééééé.. 
 
 
 
Design Study Leader: ééééééééééééééé.  Date: ééééééééé..



 
 
 
 

 

Project supported by the 
European Commission 
Contract no. 011938 

 

Draft  DS8_T1: 
 Aperture Arrays for 

the SKA 

Doc.nr.:  

Rev.: 0.91 

Date: 17 March 2010 

Class.: Public 

  3 of 146 

Contents: 

 

1 Abstract ..................................................................................................................................................8 

2 Executive Summary ...............................................................................................................................8 

2.1 System design process ....................................................................................................................8 
2.2 Science Experiment Requirements ..................................................................................................9 
2.3 SKADS-SKA proposed implementation ...........................................................................................9 
2.4 AA design considerations .............................................................................................................. 10 
2.5 AA overall system design .............................................................................................................. 11 
2.6 AA architecture .............................................................................................................................. 11 
2.7 Central Processing ........................................................................................................................ 12 
2.8 Imaging/Analysis processor .......................................................................................................... 13 
2.9 Cost ............................................................................................................................................... 14 
2.10 Power requirements .................................................................................................................. 14 
2.11 Technology readiness ............................................................................................................... 14 
2.12 Conclusions ............................................................................................................................... 14 

3 Introduction .......................................................................................................................................... 15 

4 Scientific Requirements....................................................................................................................... 17 

4.1 The study of baryon acoustic oscillations (BAO) ........................................................................... 17 
4.2 Galaxy formation and evolution ..................................................................................................... 17 
4.3 Searching for ms-pulsars............................................................................................................... 18 
4.4 Transient searches ........................................................................................................................ 18 
4.5 Polarisation studies ....................................................................................................................... 18 
4.6 AA science opportunity .................................................................................................................. 18 

5 Producing an SKA specification .......................................................................................................... 20 

5.1 System design process ................................................................................................................. 20 
5.2 SKA Specifications from the DRM ................................................................................................. 21 
5.3 AA and Dish+SPF implementation ................................................................................................ 24 
5.4 SKA central processing: Imaging .................................................................................................. 28 
5.5 SKA central processing: Non-imaging ........................................................................................... 34 

6 SKADS design methodology ............................................................................................................... 40 

6.1 AA Design Architecture ................................................................................................................. 40 
6.2 Central Processing design ............................................................................................................ 46 
6.3 Overall costs .................................................................................................................................. 51 
6.4 Non-Recurring Expenses, NRE, & Tooling Costs ......................................................................... 52 
6.5 Cost scaling with major design parameters................................................................................... 53 
6.6 Power usage .................................................................................................................................. 63 
6.7 Operational aspects ....................................................................................................................... 67 

7 Technology readiness ......................................................................................................................... 72 

7.1 AA SKA technical specifications .................................................................................................... 72 
7.2 SKA Central Processing requirements .......................................................................................... 82 
7.3 Technology Readiness Levels ...................................................................................................... 86 

8 Design and costing methodology & tools ............................................................................................ 88 

8.1 SKACost: the SKA Design and Costing tool ................................................................................. 88 
8.2 SKA: Hierarchical design units. ..................................................................................................... 89 

9 Demonstrators & Results .................................................................................................................... 97 

9.1 EMBRACE ..................................................................................................................................... 97 



 
 
 
 

 

Project supported by the 
European Commission 
Contract no. 011938 

 

Draft  DS8_T1: 
 Aperture Arrays for 

the SKA 

Doc.nr.:  

Rev.: 0.91 

Date: 17 March 2010 

Class.: Public 

  4 of 146 

9.2 2-PAD .......................................................................................................................................... 101 
9.3 BEST ........................................................................................................................................... 105 

10 Design trade-offs ............................................................................................................................... 115 

10.1 Summary of detailed results.................................................................................................... 115 
10.2 Analysis of results ................................................................................................................... 115 
10.3 Beamforming processing ........................................................................................................ 115 
10.4 Self generated RFI .................................................................................................................. 123 
10.5 Lightning protection ................................................................................................................. 125 
10.6 Reliability and availability ........................................................................................................ 129 
10.7 Risk management and mitigation ............................................................................................ 131 

11 From SKADS to SKA......................................................................................................................... 135 

11.1 PrepSKA: AAVP ...................................................................................................................... 135 
11.2 SKA Phase 1 ........................................................................................................................... 136 
11.3 SKA Phase 2 ........................................................................................................................... 136 

12 Bibliography ....................................................................................................................................... 137 

13 Appendices ........................................................................................................................................ 138 

13.1 Costing tool description ........................................................................................................... 138 
13.2 Detail of Technology Readiness levels ................................................................................... 139 

 

  



 
 
 
 

 

Project supported by the 
European Commission 
Contract no. 011938 

 

Draft  DS8_T1: 
 Aperture Arrays for 

the SKA 

Doc.nr.:  

Rev.: 0.91 

Date: 17 March 2010 

Class.: Public 

  5 of 146 

Figures: 

 
Figure 1: SKADS-SKA implementation using AAs and single pixel feeds on dishes....................................9 
Figure 2: Overall AA performance showing low frequency sparse AA, with higher frequency AA-hi ........ 11 
Figure 3: Outline AA station........................................................................................................................ 11 
Figure 4: Central processing architectures................................................................................................. 12 
Figure 5: AA correlator design .................................................................................................................... 13 
Figure 6: Simplified dish correlator design ................................................................................................. 13 
Figure 7: Structured approach to developing an SKA design .................................................................... 20 
Figure 8: Graphical requirements analysis of the Design Reference Mission, DRM ver0.4. ..................... 23 
Figure 9: Illustration of the SKA Common Framework. .............................................................................. 24 
Figure 10: SKADS-SKA implementation using AAs and single pixel feeds on dishes. ............................. 25 
Figure 11: SKADS-SKA performance overlaid onto the DRM requirements ............................................. 27 
Figure 12: General structure of the processing chain at the central processing facility ............................. 29 
Figure 13: Outline processing model .......................................................................................................... 33 
Figure 14: Pulsar search central processing structure ............................................................................... 36 
Figure 15: AA performance showing low frequency sparse AA, with higher frequency AA-hi ................... 43 
Figure 16: Outline AA station...................................................................................................................... 44 
Figure 17: Station beams in a Tile beam. Stepped beamforming for off-centre beams on the right. ........ 45 
Figure 18: Central processing architectures............................................................................................... 46 
Figure 19: A possible physical implementation of AA sub-correlator ......................................................... 48 
Figure 20: Outline design of dish correlator ............................................................................................... 49 
Figure 21: Cost breakdown for the default telescope design in úM, totalling ú1,630M. ............................ 53 
Figure 22: Cost scaling with dish diameter for fixed collecting area. ......................................................... 54 
Figure 23: Scaling number of AA stations (AA-hi & AA-lo), fixed AA collecting area. ............................... 55 
Figure 24: Cost scaling with AA-hi antenna spacing. ................................................................................. 55 
Figure 25: Cost scaling with the number of 15m dishes. ........................................................................... 56 
Figure 26: Cost scaling with AA-hi area only. ............................................................................................. 56 
Figure 27: Cost Scaling with AA-lo collecting area, ranging from 2 to 10 square kilometres. ................... 57 
Figure 28: Cost scaling with whole SKA area scale factor. ........................................................................ 57 
Figure 29: Cost scaling with the AA station data rate. ............................................................................... 58 
Figure 30: Cost scaling with AA Bmid, radial distance encompassing 95% of the AA stations. ................ 58 
Figure 31: Cost scaling with dish Bmid, radial distance encompassing 80% of the dishes. ...................... 59 
Figure 32: Cost breakdown of a non-beamformed SKA in úM. The total is ú3.54B .................................. 59 
Figure 33: Cost breakdown  SKADS-SKA, with 1200 dishes, totalling ú1330M ........................................ 60 
Figure 34: Varying the number of AA Stations with fixed SSfoM and sensitivity. ...................................... 61 
Figure 35: An SKA design with 3000 12m dishes to give the default SSFoM. .......................................... 61 
Figure 36: Cost variation for fixed Dish SSFoM telescopes using different dish diameters. ..................... 62 
Figure 37: Effect of 4x correlator & post-processing costs on the Cost-Dish dia. curve. ........................... 62 
Figure 38: Effect 2x dish costs on the Cost-Dish dia. curve ....................................................................... 62 
Figure 40: Signal Path through AA station ................................................................................................. 65 
Figure 39 SKA Power budget ..................................................................................................................... 65 
Figure 41: Analysis of AA station power usage .......................................................................................... 67 
Figure 42: TRL relationship to SKA activities ............................................................................................. 86 
Figure 44: Sample screenshot of SKACost ................................................................................................ 88 
Figure 43: Delineation of the interfaces, the costing engine and the telescope design data. .................... 88 
Figure 45: A data link "parameter survey" with a fixed data rate costed for varying lengths. .................... 89 
Figure 46: Top level design blocks in the SKADS AA and Dish system design. ....................................... 90 
Figure 47: Hierarchy diagram for the AA-hi Outer design block................................................................. 91 
Figure 48: Schematic cut-away diagram of an AA-hi station. .................................................................... 92 
Figure 49: The EMBRACE antennas and tiles. .......................................................................................... 92 
Figure 50: The AA-lo station model, as it appears in the hierarchy of the SKA Costing tool. .................... 93 
Figure 51: Example of one of the low frequency antennas designed in SKADS. ...................................... 94 
Figure 52: System level overview of the EMBRACE station architecture. ................................................. 98 
Figure 53: Westerbork EMBRACE station, a large curved radome and shielded processing shelter. ...... 99 

file:///C:/Users/Andy/Documents/SKADS%20Management/System%20Group/White%20Paper/Single%20file/SKADS_White_Paper_100317b.docx%23_Toc256594868
file:///C:/Users/Andy/Documents/SKADS%20Management/System%20Group/White%20Paper/Single%20file/SKADS_White_Paper_100317b.docx%23_Toc256594870
file:///C:/Users/Andy/Documents/SKADS%20Management/System%20Group/White%20Paper/Single%20file/SKADS_White_Paper_100317b.docx%23_Toc256594872
file:///C:/Users/Andy/Documents/SKADS%20Management/System%20Group/White%20Paper/Single%20file/SKADS_White_Paper_100317b.docx%23_Toc256594876
file:///C:/Users/Andy/Documents/SKADS%20Management/System%20Group/White%20Paper/Single%20file/SKADS_White_Paper_100317b.docx%23_Toc256594877


 
 
 
 

 

Project supported by the 
European Commission 
Contract no. 011938 

 

Draft  DS8_T1: 
 Aperture Arrays for 

the SKA 

Doc.nr.:  

Rev.: 0.91 

Date: 17 March 2010 

Class.: Public 

  6 of 146 

Figure 54: EMBRACE inside the radome showing contiguous connection of the tile elements. ............... 99 
Figure 55: 2-PAD installed at Jodrell Bank Observatory .......................................................................... 102 
Figure 56: 2-PAD general block diagram ................................................................................................. 103 
Figure 57: Vivaldi style FLOTT antenna ................................................................................................... 104 
Figure 58: ORA antenna ........................................................................................................................... 104 
Figure 59: 2-PAD analogue system ......................................................................................................... 104 
Figure 60: Eight cylindrical concentrators of BEST-2; new receivers installed in the focal lines. ............ 105 
Figure 61: RF transported with an analogue optical link from the front end directly to a protected room.106 
Figure 62: RF transported by cable to A/D in cabin, then via digital optical link to processing. ............... 106 
Figure 63: Analogue and digital optical link system MTBF vs. Temperature. .......................................... 107 
Figure 64: Block diagram of the receiver chain ........................................................................................ 108 
Figure 65: Layout of the balanced front-end ............................................................................................ 108 
Figure 66: Main characteristics of the Front-End. .................................................................................... 108 
Figure 67: Good matching of S21 for several front ends. ........................................................................ 108 
Figure 68: ANDREW custom optical link. ................................................................................................. 109 
Figure 69: Different views of the IF board and 8 boards already assembled in a 19ò rack. ..................... 110 
Figure 70: Details on the digital control. ................................................................................................... 110 
Figure 71: View of an assembled IF block. .............................................................................................. 110 
Figure 72: Schematic block diagram of the LO distributor. ...................................................................... 111 
Figure 73: Schematic block diagram of the Berkeley-CASPER BEE-2 FPGAs cluster. .......................... 112 
Figure 74: ADCs+iBOB (left) and BEE-2 board (right). ............................................................................ 112 
Figure 75: Overall view of the Medicina FX correlator based on the BEE-2 FPGA cluster. .................... 112 
Figure 76: Preliminary block diagram of the FX correlator to be implemented on the BEE-2 cluster. ..... 113 
Figure 77: BEST-2 first light (2007) and first radio map, Cas A (2008) ................................................... 114 
Figure 78: EMBRACE beamformer chip architecture .............................................................................. 116 
Figure 79: Outline digital beamformer ...................................................................................................... 117 
Figure 80: Illustration of lightning discharge. ............................................................................................ 126 
Figure 81: Typical lightning discharge current vs time ............................................................................. 126 
Figure 82: Risk Register Inventory ........................................................................................................... 134 
 

 
  

file:///C:/Users/Andy/Documents/SKADS%20Management/System%20Group/White%20Paper/Single%20file/SKADS_White_Paper_100317b.docx%23_Toc256594909


 
 
 
 

 

Project supported by the 
European Commission 
Contract no. 011938 

 

Draft  DS8_T1: 
 Aperture Arrays for 

the SKA 

Doc.nr.:  

Rev.: 0.91 

Date: 17 March 2010 

Class.: Public 

  7 of 146 

Tables: 

 
Table 1: Proposed SKADS-SKA implementation ....................................................................................... 10 
Table 2: Aperture arrays based SKA science, derived from the SKA Design Reference Mission ............. 19 
Table 3: SKA scenario from SKA Memo 111, Design and Costing - 2 ...................................................... 25 
Table 4: Proposed SKADS-SKA implementation ....................................................................................... 26 
Table 5: Summary of data rates into the correlator .................................................................................... 30 
Table 6: Illustration of data rates out of the correlator ................................................................................ 32 
Table 7: Dynamic range requirements ....................................................................................................... 41 
Table 8: Power requirement per correlator board ...................................................................................... 50 
Table 9: Accumulated correlator power ...................................................................................................... 50 
Table 10: 'Default' telescope design ........................................................................................................... 53 
Table 11: Estimated SKA sub-systems power budget, Phase 2 ................................................................ 64 
Table 12: AA receiver chain power budget (8x8 dual polarisation tiles) .................................................... 66 
Table 13: Data product size for selected experiments ............................................................................... 70 
Table 14: Principal front-end technical parameter requirements ............................................................... 73 
Table 15: Principal analogue chain technical parameter requirements ..................................................... 75 
Table 16: Principal digitisation technical parameter requirements ............................................................. 76 
Table 17: Principal digitisation technical parameter requirements ............................................................. 79 
Table 18: Principal local optical links technical parameter requirements ................................................... 81 
Table 19: Principal UV processor blade technical parameter requirements .............................................. 83 
Table 20: Principal Imaging/Analysis processor technical parameter requirements.................................. 85 
Table 21: Technology Readiness Level descriptions ................................................................................. 87 
Table 22: EMBRACE Demonstrator main requirements .......................................................................... 100 
Table 23: 2-PAD specifications ................................................................................................................ 103 
Table 24: ANDREW custom optical link features. .................................................................................... 109 
Table 25: RF and digital beamforming comparison ................................................................................. 117 
Table 26: Outline tradeoffs between dedicated ASIC developments and programmable devices .......... 121 
Table 27: Lightning current probability (for Europe) ................................................................................. 127 
Table 28: List of Risk Categories ............................................................................................................. 132 
Table 29: List of Probabilities ................................................................................................................... 132 
Table 30: List of Impact on Program ........................................................................................................ 132 
Table 31: Risk Index ................................................................................................................................. 133 
Table 32: Required actions....................................................................................................................... 133 
Table 33: Technology readiness levels from SKADS .............................................................................. 139 
 

  

file:///C:/Users/Andy/Documents/SKADS%20Management/System%20Group/White%20Paper/Single%20file/SKADS_White_Paper_100317b.docx%23_Toc256594941
file:///C:/Users/Andy/Documents/SKADS%20Management/System%20Group/White%20Paper/Single%20file/SKADS_White_Paper_100317b.docx%23_Toc256594942


 
 
 
 

 

Project supported by the 
European Commission 
Contract no. 011938 

 

Draft  DS8_T1: 
 Aperture Arrays for 

the SKA 

Doc.nr.:  

Rev.: 0.91 

Date: 17 March 2010 

Class.: Public 

  8 of 146 

1 Abstract  

The SKA specification demands high sensitivity with fast survey speeds on a very well calibrated 
instrument to achieve the necessary observational performance. The results from SKADS shows that a 
highly capable SKA can be designed and built which meets most if not all of the international science 
goals within the expected budget at the scheduled time of construction. Analysis of the requirements for 
the science experimentsô with detailed cost modelling, indicates that an optimum SKA design will use 
substantial aperture phased array technology up to 1.4GHz. Consideration of the overall system design 
specifies communication data rates, the requirements of the central processing facility and an outline, 
realistic power budget. The implementation of aperture arrays is essential to meeting the performance 
requirements at low frequencies. Substantial digital signal processing is anticipated to be performed using 
multi-core processors rather than dedicated ASICs making the implementation timeline viable. The design 
of the SKA relies on the availability of improved processing and communication components meeting the 
construction timeline; analysis of industry groupsô published roadmaps coupled with feedback from 
potential suppliers and SKADS research show that devices of the required performance are expected to 
be available to meet the schedule. 

There is considerable work to be done for all aspects of the SKA, particularly in processor technology with 
the associated software development, and the advanced calibration techniques needed. SKADS found no 
fundamental blocks to building the SKA to perform the science experiments. 

2 Executive Summary  

SKADS has been a successful programme which has advanced the knowledge and design of high 
frequency aperture arrays, AAs. There is still considerable work to be done in bringing an SKA capable to 
production, but the capabilities of AAs for high survey speeds, high dynamic range and extreme flexibility 
can be highlighted. 

The science case for the SKA reflects the goal of building a discovery instrument. This implies the search 
across the universe for new objects, the effects of magnetic fields etc. for categorisation, analysis of 
individual objects and a better theoretical understanding of the underlying physics.  The deep search 
aspect makes AAs the ideal collector since high sensitivity coupled with a very large field of view 
requirement can then be achieved.  

This paper discusses the work done in SKADS both for individual sub-systems: antenna, processing, 
communications etc and the demonstration systems constructed. The work is developed into a proposed 
implementation of the SKA drawing on the strengths of AA and dish based collectors. The SKADS-SKA 
scenario starts by considering the science requirements, proposing a system design for the SKA, 
budgeting cost and power, identifying the components required for implementation and roadmapping the 
availability of the appropriate technologies on the timescale of the SKA. 

The conclusion is that a very capable SKA that matches most of the science requirements can be built for 
around the proposed budget of ú1.5B using technology that will become available on the timescale of the 
SKA.  

2.1 System design process 

The starting point for the design of the SKA comes from the desired science experiments. These have 
been considered by the international community over some years and are now encapsulated in an 
evolving Design Reference Mission, DRM (Lazio 2009). The target requirements are derived from the 
science experiments translated into the physical parameters to be measured or scanned e.g. flux, 
polarisation, sky area etc. By also considering the operational requirements such as observation time, 
power and scheduling, the ability to make these observations is formed into a technical requirements 
specification. Some of the specifications may be unattainable, whereupon the science experiment or 
operational requirements have to be re-examined to produce a revised technical specification. 

Using a realistic technical specification, putative SKA implementations can be proposed. While the target 
science is specified by the DRM, flexibility is a vital characteristic of the SKA, provided the costs incurred 
are not prohibitive. A proposed designôs performance is tested against the experimental requirements and 
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the cost estimated using the cost tool developed in SKADS: the SKA Design and Costing tool (Ford 2009) 
see section 8.1. This process is liable to highlight cost issues and lead to performance limitations that 
may restrict some experiments. A combination of re-evaluating the affected experiments, prioritising 
experiments or reviewing the operational model is then undertaken and the process repeated. This will 
provide an effective means of comparing different implementations of the SKA. 

2.2 Science Experiment Requirements 

A summary of the principal DRM requirements is discussed in section 5.2 and illustrated in Figure 8. The 
experiments are not prioritised, however, that process may need to be undertaken to develop the optimal 
SKA if the predicted cost exceeds the budget. There are some immediate observations that may be made 
at this stage: 

1. The major surveys are almost entirely conducted below 1.4GHz, the rest HI line. 

2. Only the AGN experiments require baselines above 500km, specifying 3000km. 

3. A sensitivity of 10,000 m
2
K

-1
 for many of the experiments does not appear to be a calculated 

requirement. 

4. Some of the experiments may be viable with reduced sensitivity.  

5. The transient search and exploration of the unknown is assumed to use as much parameter 
space as is provided by the key science experiments.  

2.3 SKADS-SKA proposed implementation 

The overall structure of the SKADS-SKA system is shown in Figure 1 and includes the collector systems 
on the left, communications and control network in the centre and correlation and processing on the right.  

 

Figure 1: SKADS-SKA implementation using AAs and single pixel feeds on dishes. 

Considering the science experiment requirements as the basis for the SKADS-SKA suggests: 

1. Implementing aperture arrays up to 1.4 GHz to cover the majority of high speed survey 
requirements. Also, the forming of many beams is ideal for timing of many new pulsars. 

2. Dish design is simplified by raising the low frequency operation to ~1.2GHz, covering up to  to 
10GHz using a single or a few wideband feeds.  

3. The experiments which require longer baselines and higher frequencies do not require 
sensitivities above 5,000 m
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4. The merits of very long baselines up to 3000km are being considered. The SKADS-SKA limits the 
baselines to 500km, which may compromise the AGN experiments. 

Table 1: Proposed SKADS-SKA implementation 

Freq. Range Collector Sensitivity Number / size Distribution 

70 MHz to 
450 MHz 

Aperture array 
(AA-lo) 

4,000 m
2
/K at 

100 MHz 
250 arrays, 
Diameter 180 m 

66% within core 5 km 
diameter, rest along 5 
spiral arms out to 
180 km radius 400 MHz to 

1.4 GHz 
Aperture array 
(AA-hi) 

10,000 m
2
/K at 

800 MHz 
250 arrays, 
Diameter 56 m 

1.2 GHz to 
10 GHz 

Dishes with wide-
band single pixel 
feed 
(SD-WBSPF) 

5,000 m
2
/K at 

1.4 GHz 
1,200 dishes 
Diameter 15 m 

50% within core 5 km 
diameter, 25% 
between the core and 
180 km, 25% between 
180 km and 500 km 
radius. 

2.4 AA design considerations 

AAs have many advantages over conventional, reflector based systems which can be summarized as the 
almost total flexibility in much of their parameter space. A key cost driver for the AAs is the highest 
frequency supported, due to each element having an effective area which is a function of ɚ

2
, hence, the 

number of elements required for a given sensitivity increases quadratically with frequency. Below is a list 
of the principal parameters which are considered in the system design: 

Frequency Range. The AAs are good at low frequencies and will operate from the lowest SKA 
frequency, specified as 70 MHz, up to the highest frequency for which they are a cost effective solution. 
The AAs are a system of more than one array to accommodate the frequency range of the elements and 
the effects of increasing sky noise at the lowest frequencies. 

Sensitivity. The sensitivity of the system is a function of frequency and is determined from: size and 
number of arrays, system temperature, scan angle and the apodisation employed. This is also the reason 
for having a sparse array at low frequencies to try and overcome the ever increasing sky noise. 

Bandwidth. Bandwidth can be traded together with number of beams (FoV) up to the full frequency 
range of a station, within the available data rate. With some of the technologies that may be employed at 
the front end e.g. RF beamforming using phase shifting has limited instantaneous bandwidth before beam 
distortions get too great. The aim in the final, SKA Phase 2, implementation is that there are no such 
restrictions. 

Dynamic range. The ability to meet the dynamic range requirements of the SKA is very difficult. AAs are 
capable of meeting this specification. This requirement influences the diameter of the stations (to provide 
small enough beams), the ability to calibrate and the intra-station data rates to provide sufficiently good 
beam purity. 

Survey speed. AAs can provide arbitrarily high survey speed capability. The requirement is for an output 
data rate that supports the number of beams necessary to meet the specification. 

Polarisation purity. This will be calibrated, but will be limited by the underlying stability of the array front-
end design and the ability to measure and remove polarisation leakage.  

Number of independent sky areas. Due to the hierarchical nature of the beamforming systems, which 
mitigate the analogue/digital processing load, there are likely to be some limitations on the absolute 
flexibility of the arrays. The tiles will produce a number of ñtile beamsò, this restricts the number of totally 
independent areas of sky that can be observed concurrently.  

Output data rate and flexibility. The amount of data produced by the array is a consequence of required 
bandwidth, survey speed and sample resolution coupled with cost.  
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2.5 AA overall system design 

The AAôs in the SKA are a system designed to provide the necessary technical performance to meet the 
science goals between their lowest frequency of operation and their high frequency limit. Over the 
frequency range 70MHz - ~1400MHz there are two distinct regimes: sky noise limited and relatively low 
sky noise; these benefit from a low frequency sparse array or a high frequency dense array respectively. 
The outline of the arraysô relative performance is illustrated in Figure 2. Above the highest frequency 
practical for the AAs the observations will need to be performed by dish based solutions, with some 
overlap for continuity and possibly enhanced sensitivity. 

  

Figure 2: Overall AA performance showing low 
frequency sparse AA, with higher frequency AA-hi 

Figure 3: Outline AA station 

Below approximately 450MHz sky noise starts to increase dramatically and Tsys becomes dominated by 
sky noise, hence having Aeff increasing as ɚ

2 
use of a sparse array is required to maintain the required 

sensitivity, although there are inherent issues with sidelobes. Above 450 MHz the sky noise is low and 
relatively constant and Tsys is largely determined by the arrayôs technical performance, making a dense 
array the right choice for the highest dynamic range. 

2.6 AA architecture 

Each AA-hi station consists of ~75,000 dual polarisation elements. Beamforming will require a 
hierarchical processing structure to mitigate the computational requirements. An outline design of the AA 
system is shown in Figure 3. The design consists of four main blocks: 

1. The front-end collectors. Each element of the AA-hi and AA-lo is positioned as part of the array 
design and tightly designed with its associated LNA for the lowest noise front-end design. This is 
amplified and passed to the óTile processorô for initial beamforming. 

2. Tile processor. The first stage of hierarchical beamforming where ~8x8 dual polarisation elements 
for the AA-hi using the most effective mix of RF and digital techniques, to form a number of tile 
beams. The bandwidth between the Tile processors and the Station processors will be a key 
determinant of the performance of the AAs. 

3. Station processors. These bring together the output of all the AA tiles. They form the beams for 
transmission to the correlator. The calibration algorithms to form high precision station beams will 
be handled primarily by the station processors. 

4. The control processors keep the operation of the station coupled to the rest of the SKA. They 
also monitor the health of the arrays, detect non-functioning components and adjust the 
calibration parameters appropriately. 
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2.7 Central Processing 

The central processing requirements are very high, for fast survey speeds AAs are the only practical way 
of making the processing tractable. The reason is that AAs are effectively very large diameter collectors 
with many beams. The processing scales linearly with numbers of beams and quadratically with numbers 
of collectors. So, having a small number of large collectors with many beams is advantageous. 

The implementation of the central processor needs to support imaging and non-imaging requirements, 
illustrated in Figure 4. 

 

Imaging 

 

Non-imaging 

Figure 4: Central processing architectures 

The different stages of processing for imaging and non-imaging observations are very similar in 
performance requirements thus the same hardware can support all observations. A unified central 
processing system provides opportunities for concurrent observations of imaging and non-imaging 
science experiments and enables innovative new observing techniques to be used.  

2.7.1 Correlator/beamformer ï C/B 

It is assumed that the correlators are FX type and that the frequency division has already been done by 
the station processors or local dish processing.  

There are major structural differences between the correlation of the AA signals and the dish signals. For 
the AA there are relatively few, ~250, stations each forming very many beams, >1000, with a 16Tb/s link. 
Whereas, the dishes are providing one beam from up to 2400 collectors over 80Gb/s links. This implies 
that it is cheapest to implement two C/Bs. There are a number of advantages: all the collectors can be 
used concurrently; there is no need for large amounts of switching of raw beam data and mass production 
can be used efficiently for the AA C/B. 

2.7.1.1 AA correlation/beamforming implementation 

The AA correlator lends itself to a highly modular implementation. By splitting the communications into 
10Gb/s channels, the AA correlator can then be designed as 200 identical shelves of eight sub-
correlators. The processing rate required per sub-correlator is ~250TMACs. 

An outline physical design is shown in Figure 5. It is constructed as a double-sided shelf in a rack, where 
a multiplexed fibre from each of 250 AA stations is connected using sixteen input cards, each with 16 
fibre inputs each carrying 8 10Gb/s channels. A 10Gb/s channel from each station is presented to each of 
the eight sub-correlators per shelf. The visibilities are routed to the appropriate UV processor. The full AA-
correlator of 200 shelves is a system of ~70 racks.  
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2.7.1.2 Dish correlator/beamformer implementation 

The dish correlator topology has 2400 collectors each with one beam, so the correlations have to be split 
over many narrow frequency bands. The corner turning function is with 8 10Gb/s data switches. The 
switch provides a total of 240Gb/s of narrow bandwidth channels to each of the correlator cards. 
Assuming the data are presented as 10Gb/s channels then the system can be considered to be eight 
identical systems covering the full frequency range. An outline of the dish+AA correlator is shown in 
Figure 6. In this layout there are 100 correlator cards per data switch, or 800 correlator cards to cover 
4GHz, at 5MHz per card. The performance required for each correlator card is ~230T MACs. This is 
conveniently close to the performance requirement of the AA sub-correlator giving the possibility of 
combining the designs into one type. 

 

 

Figure 5: AA correlator design 

 

Figure 6: Simplified dish correlator 
design 

2.7.2 UV Processor and data buffer 

Imaging processing requires the visibility data to be buffered at the data rate of the correlator output. This 
is then followed by a requirement for a lot of largely independent processing on many parallel blades. The 
availability of processing capability using multi-core, GPU like, processors and temporary storage is key 
to the performance of the central processing system. The UV processor has to support an observation 
time >2.4 hours or 8,600 secs and ~20,000 processing cycles per sample with 5 loops per observation or 
100,000 operations per sample 

The expectation is for a~50Tflop (single precision) processing capability per device in the 2018 
timeframe. With an expected utilisation of 50% then each processor supports a data rate of 10Gb/s 
assuming 32-bit single precision data. This requires a buffer of 8,600 x 10Gb/s x 2 for a double buffered 
arrangement or ~20TB.  

The very long baseline observations with many dishes are the most demanding for processing, requiring 
an ExaFlop of raw processing capability and the ability to process ~200Tb/s of data from the correlator. 
This is a UV processor with 20,000 processing + buffering blades. The power requirements for each 
blade must <500W due to dissipation capability of the processors. Hence, the UV processor power is 
<10MW. 

2.8 Imaging/Analysis processor 

The complex algorithms for imaging and time series analysis have to have access to all the data which 
has been bulk processed through individual channels by the UV processors. This has to be handled by a 
conventional style supercomputer with many intra-processor communication links. It is assumed that this 
processor will need to be of order 10PFlops 
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2.9 Cost 

The total cost of the SKADS-SKA is ú1330 NPV. There is a full scaling analysis in Section 6.5. 

2.10 Power requirements 

An estimate of the power requirements for the SKADS-SKA can be made and is shown in Table 11. The 
AA power is discussed in detailed in Table 12. It is generally agreed that the SKA must be less than 
100MW. As can be seen the SKADS-SKA meets this criteria.  

2.11 Technology readiness 

Section 0 has a thorough review of the availability of the technologies to implement the SKADS-SKA. The 
requirement is for components and sub-systems to meet the performance criteria after 2016 when the 
Phase 2 is starting to be built and in many of the cases after 2018. The analysis uses the work within 
SKADS and the associated community, plus industry generated roadmaps e.g. for the semiconductors 
the globally acknowledged ñInternational Technology Roadmap for Semiconductorsò. The analysis shows 
that it is realistic to project meeting the key technical parameters: 

Tsys for AA-hi <40K 50m optical links, pluggable >120Gb/s 

Scan angle ±45º 50m 120Gb/s link power  2.5W 

Analogue system power 100mW per Rx Flash storage module capacity 20TB 

>3GS/s 6-bit ADC power <100mW GPU style multi-core processor 50TFlop 

DSP processor performance  >20TMACs 50TFlop processor power  <300W 

DSP Power for 20TMAC ~25W Super computer performance 10PFlop 

DSP chip comms, I/O count >128 x 11Gb/s Super computer power 1MW/PFlop 

DSP-digitiser integration Possible   

2.12 Conclusions 

The SKADS-SKA is a realistic design for the SKA which is capable of being implemented in the SKA 
timeframe and provides an extremely versatile instrument.  
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3 Introduction  

It was realized very early on that the very wide frequency range for the SKA is realizable only as a 
combination of receiving technologies e.g. with sparse arrays, dense arrays and with dishes. While 
sparse narrow-band phased arrays are as old as radio astronomy, the new electronically steered, 
widefield multi-octave sparse and dense arrays hold immense scientific potential through their flexibility 
and widefield multibeaming capability. However, with this frequency and performance these array 
concepts being new are relatively immature technically and scientifically essentially unproven. Radio 
observatories, in particular in Europe, became increasingly convinced that a structured and broadly 
supported Research and Development programme on phased arrays was necessary to advance the 
emerging requirement on wide field astronomy as a key characteristic for the SKA. This requirement was 
identified by most of the Key Science Projects mentioned in the SKA Science book (Carilli 2004). Earlier 
technical R&D activities planned as exploratory steps of the high performance array concept supported 
the feasibility of the approach resulting in ñearlyò technical developments for LOFAR at the end of the 
nineties.  

A proposal emphasizing aperture arrays for the SKA was therefore submitted to the European 
Commissionôs FP-6 Research program on behalf of the European SKA Consortium. The focus was on the 
dense array concept, noting the need for functional integration, low cost, low power and manufacturability. 
In the dense array concept, the distance between neighbouring antenna element is less than half a 
wavelength at the maximum frequency, thereby limiting the maximum frequency for practicality and cost 
reasons.  

The developments and results for low frequency arrays such as LOFAR and MWA act as pathfinders for 
the larger and global context of SKA. They provide important information for the Aperture Array approach, 
for example, with respect to calibration and processing techniques. Other parallel developments explore 
the use of dense focal plane arrays. In Europe activities started through the Radionet EC-FP5 program 
ñFARADAYò followed by the Radionet ñPHAROSò EC-FP6 and subsequently ñAPERTIFò as an upgrade 
program for the WSRT. Similar developments took place in the US, Canada and for the Australian SKA 
Pathfinder, ASKAP. These arrays enlarge the field of view of reflector telescopes as well as providing a 
ñfield enhancingò candidate technique for the SKA. See the contributions in the SKADS Conference 
Proceedings (Torchinsky 2009) for a recent overview of new phased arrays for radio astronomy in 
general.  

With this as background, the key objectives of the proposed SKA Design Studies, SKADS, were to:  

¶ Demonstrate SKA Scientific viability and readiness of dense aperture arrays for frequencies 
below 1.4GHz,  

¶ Demonstrate cost-effective engineering solutions and Technological Readiness and  

¶ Arrive at a costed SKA design.  

Other objectives are to place SKADS into the framework of the SKA planning and engagement models 
and to endorse a European SKA activity, involving industries in some key areas to establish a relevant 
and distributed R&D environment.  

Approved to start in mid-2005 as an EC supported FP6 program, SKADS was planned to last four years. 
It involved 26 institutes and industries in 9 European countries with additional participants in the Russian 
republic, South Africa, Canada and Australia. SKADS received significant EC funding of 10.44Mú 
supplemented by contributions from national funding.  

SKADS was structured to bring together the various aspects of Research & Development across multiple 
institutions necessary for optimum results as a series of studies. SKADS focused on concept specific 
elements emphasizing the AA station, the configuration, the network and the associated technical costs. 
See the SKADS website for references (www.skads-eu.org).  

The huge potential for SKA science return by using phased arrays has fundamental instrumental reasons. 
The large field of view availability for large surveys is limited only by the element beam pattern, the 
available processing power, communications and associated cost. The extreme flexibility is provided by 

http://www.skads-eu.org/
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electronic control and the many digital beams. It is possible to trade FOV with frequency bandwidth using 
constant data rates and processing capability to tailor the instrument for specific science experiments. 
Using reasonable, projected assumptions for technical performance of e.g. achievable array system 
temperatures, costs and maximum frequency, estimated around 1.4GHz; many science key experiments 
mostly for the HI universe are best implemented using AAs.  

This SKADS White Paper is one of many SKADS deliverables. It describes an SKA system scenario 
taking into account SKADS results. It serves as the consolidated, final deliverable i.e. the SKADS overall 
system design as well as input to the next phase of AAôs for the SKA from the frequency range, design, 
power, (both scientific and technical) performance and cost perspective.   
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4 Scientific Requirements 

The SKA will play a pivotal role in answering fundamental questions in physics which are currently the 
focus of the worldwide physics research community.  The key science goals of the SKA fit into this global 
effort to focus on several inter-related topics.  These include discovering the nature of Dark Energy, the 
origin of magnetism in the universe, the limits of the General Theory of Relativity, and the formation of the 
first structure, and the first stars in the Universe.  The SKA will also answer questions related to the origin 
and formation of complex molecules and planetary systems, leading to life on Earth.  All these key 
science goals are described in detail in the SKA Science Book published in 2004 (Carilli 2004).  An 
overview is given below. 

4.1 The study of baryon acoustic oscillations (BAO) 

The 21-cm line of HI can serve as a scale tracer for cosmological studies as well as a probe of galaxy 
evolution. A key SKA project is the "Billion Galaxy Survey", which will track the evolution of the HI mass 
function (HIMF) over cosmic time and provides a database of galaxies detected in HI emission which will 
serve as scale tracers for baryon acoustic oscillations (BAOs) as a probe of dark energy. As an 
intrinsically spectroscopic survey and detecting the gas rather than stellar component of galaxies, this 
survey should be subject to fewer (or at least different) systematic biases than those of galaxy surveys in 
the optical/near-IR. Such a survey needs to probe a volume of 10

3
 Gpc

3 
in order to improve the precision 

of the cosmological parameters significantly. To be able to perform the survey in a few years a high 
sensitivity coupled with an instantaneous FOV of many tens to hundreds of square degrees is required. 

4.2 Galaxy formation and evolution 

Below are details of a few specific science cases requiring a large FoV at z=0 HI (1400 MHz). This list is 
not complete but clearly high survey speeds are essential. 

4.2.1 Imaging the cosmic web in HI 

Current theory shows that galaxies acquire their baryons through gaseous accretion, not through 
merging. A simple observational fact is that the slope of the HI mass function shows that most HI in 
galaxies, is already in large galaxies; so galaxies cannot grow by accumulating gas from smaller galaxies. 
A big puzzle is the connection between the evolution of the gas content and star formation. This is 
puzzling because the gas consumption timescales by star formation is short (currently a few times 10

9
 yr, 

at z=1 this is about a factor 3-10 shorter). Yet the gas content of galaxies has hardly changed since z=1. 
Therefore, galaxies have to accrete gas continuously. Ultra-deep HI imaging of nearby galaxies starts to 
show the brightest parts the interface between galaxies and the IGM (e.g. NGC 891) and the accretion of 
gas from the IGM. The SKA will allow us to image the extensive gaseous envelopes of galaxies down to 
column densities below 10

17
 cm

-2
 and may reveal how galaxies acquire their gas. This is an essential 

aspect of galaxy formation and evolution. A large field of view is required because these HI envelopes 
extend over several degrees. This accretion is likely to be a strong function of environment consequently 
many objects/environment will have to be imaged requiring a large survey speed. 

4.2.2 Searching for the smallest HI objects. 

Galaxy formation models predict that there is a lower limit to the size of baryonic condensations from 
which stars can form. Understanding this is important not only for the nearby galaxies, but also it is 
directly related to what happens when the first galaxies form. The SKA can directly test these models. 
The star formation efficiency drops sharply when going to small dark matter (DM) halo masses. The 
smallest DM halos may contain baryons but no stars. The baryons could be ionized, but could also be 
neutral. Observations of Leo T, one of the smallest galaxies known, shows that 90% of the baryons in Leo 
T are in the form of HI and only 10% are locked up in stars. The properties of galaxies smaller than Leo T 
will be even more extreme: there could in fact be objects with only gas and no stars. Current telescopes 
do not enable observations to go below the mass limit of star formation in galaxies because the cosmic 
volume they can survey for these small masses is too small - these objects can currently only be detected 
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out to about 1 Mpc. Even the SKA can only detect these objects out to ~10 Mpc. The survey volume 
therefore will have to come from observing large areas of the sky because longer integrations will not give 
the required volume along the line of sight.  

4.3 Searching for ms-pulsars 

Sub-microsecond timing of a dense network of fast (ms-) pulsars in order to detect the nanoHz 
gravitational wave background is a key science driver for the SKA. The all-sky search for suitable 
candidate pulsars for such a timing array is best done at relatively low frequencies (500-1400 MHz) 
because of the steep spectra of pulsars (especially ms pulsars) and the inherent survey speed 
advantages of low frequencies. Working largely in the time domain the real challenge for the pulsar 
application will probably lie in the search algorithms discerning actual pulsars from interference.  

4.4 Transient searches 

The large FOV of aperture arrays is a key performance indicator in the search for transients (whether 
Cosmological, Extragalactic, Galactic or ET's). However, in addition to the FOV, the extremely short 
response time is a second key asset of aperture arrays. Indeed the speed of aperture arrays for locking 
onto a new celestial radio source may well be crucial; we may have to react within seconds to external 
(e.g. robotic optical telescopes or orbiting satellites) or internal SKA triggers. Only aperture arrays provide 
that capability. With dish arrays the technique of sub-arraying will be required to cover large parts of the 
sky at any moment. This, however, will carry a significant sensitivity penalty. It is important to note that 
this application is almost unexplored parameter space. The real significance of transient science will be 
known within 2 years when the LOFAR Transient KSP, aided by Transient Buffer Boards, have started 
observations of the 'dynamic' Universe. 

4.5 Polarisation studies 

The use of radio polarization for the study of cosmic magnetic fields has seen an enormous expansion in 
the past decade. It is generally believed that the optimum frequency range for this application lies above 1 
GHz, however, this may well not be the case. Our Galaxy is a source of 'polarization confusion' when 
trying to measure a dense RM grid using extragalactic sources. We therefore need to image this 
foreground in great detail to separate intrinsic, extragalactic foreground and Galactic foreground RM 
contributions. This is best done at low frequencies where the surface brightness sensitivity is much better 
than at 2 GHz, for example. The Galactic foreground is also a very rich source of information in itself. The 
recent re-analysis of the NVSS discrete source polarization properties has been an eye-opener (Taylor et 
al, 2009). Obtaining an all-sky RM grid, a key component of the SKA Magnetism driver, requires a large-
sky imaging program. Survey speed is therefore of the utmost importance. Polarimetry and RM synthesis 
at low frequencies (at e.g. 500 MHz rather than 1500 MHz) yields much better accuracy in the RM 
(typically by a factor (1500/500)

3
). A related issue, which will be addressed within the LOFAR Magnetism 

KSP team, is whether beam or depth- depolarization within the emitting sources will limit the number of 
polarized sources that can be detected and used. If so, this is going to be more of an issue at low 
frequencies. This needs to be investigated. Long(ish) baselines may then be needed of a few hundred 
km's (recall LOFAR has BL's up to 1000Kms). Settling this 'depolarization' issue early is therefore 
important as part of the SKA design studies.  

4.6 AA science opportunity 

The purpose of building the SKA is to perform challenging science; aperture arrays provide access to 
extended parameter space for radio telescopes which can enable experiments not possible with other 
technologies. Table 1 below shows an analysis of the SKA Design Reference Mission, DRM, to highlight 
the areas in which AAs will make an important contribution.  

The principal areas that AAs have the greatest impact are: 

¶ Very high survey speed capability 

¶ Low frequency operation with very large collecting area capability 
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¶ Multiple beams for expanded FoV, concurrent observations, and minimisation of correlator and 
central processing resources 

¶ High dynamic range capability due to small beams (large diameter collectors), unblocked 
aperture and good physical stability   

¶ Flexibility to observe short time period transients over large areas of the sky, coupled with the 
possibility of keeping history information to view precursors to a transient. 

Table 2: Aperture arrays based SKA science, derived from the SKA Design Reference Mission 

Experiment DRM KSP Redshift 
z 

Frequency 
Range 
MHz 

A/T 
m

2
/K 

Survey 
Speed 

m
4
K

-2
deg

2 

AA Capability 

Epoch of 
Reionisation 

  8 1 6-20 70-240 4,000 - 
20,000 

 Low frequency capability 
Very large collecting 
area 

Baryonic 
Acoustic 
Oscillations 

 12 2 Ò2 460-1400  >10
10

 Very high survey speed 
Can tailor FoV(f) 

HI deep 
field 

  7 2 3 350-1400 >10,000  Multiple beams for 
multiple experiments 
makes long integrations 
practical 

HI 
Absorption 

 11 2 8 150-1400  ~10
8
 Low frequency capability 

High survey speed 

Exploration 
of the 
Unknown 

 14 6 - all high high Tailor FoV vs. B/W  
All sky, high time 
resolution 

Continuum 
Deep field 

6 2 ~7 300-3000 20,000  Low frequency capability 
Ability to trade Aeff/Tsys 
with FoV. 

Pulsar 
Survey 

13 4 - 400-1400 >5,000  Large FoV.  
High core filling factor.  

Pulsar 
Timing 

13 4 - 400-3000 >10,000  Many beams for bulk 
timing  
High capacity long term 
timing 

Cosmic 
Magnetism 

4 3 - 500-1500   Can achieve good 
polarisation performance 

 
The science experiments to be performed by the SKA are inherently technically challenging and need 
technology targeted at meeting the requirements. The AAVP is designing the AAs to meet the survey 
specifications agreed with the science community. An illustration of the range of science experiments that 
fall within the AAs frequency range and maximum practical baseline is shown in Figure 8. As can be seen 
AAs cover a substantial number of major experiments.  
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5 Producing an SKA specification 

The science goals summarised in the last section cover various topics, but have in common the desire to 
understand fundamental aspects of physics and the nature of the universe.  As a result, the required 
observations are necessarily global in nature, one must observe as much of the universe as possible.  
The result is a requirement to conduct large scale surveys. 

Surveys serve two main functions.  In one case, the statistics of the survey itself is the primary interest.  
This is the case, for example, with the Baryonic Acoustic Oscillations experiment, and the all-sky rotation-
measure survey.  In the second case, the survey serves as a tool to discover extreme objects.  This is the 
case for the pulsar survey looking for exotic binary systems to test theories of gravity, or looking for 
isolated pulsars to use in the Pulsar Timing Array, as is the search for new classes of transient sources.  
The science projects for the SKA are presented in the DRM where they are analysed in detail, producing 
their requirements for survey speed, which is based on completing the survey in a reasonable time. 

Surveys with the goal of discovering new objects often require follow-up observations of the newly 
discovered objects. Such observations may demand more refined observations e.g. high angular 
resolution, pushing out the SKA baseline length requirement; high polarisation purity; exquisite time 
resolution etc. as well as significant time on the instrument.   

There are many competing technical requirements for the SKA from the different science cases; resolving 
the engineering, cost and power pressures requires an analytical approach which is discussed below. 

5.1 System design process 

The starting point for the design of the SKA comes from the desired science experiments. These have 
been discussed and considered over some years and are now encapsulated in an evolving Design 
Reference Mission, DRM, produced internationally. The version of the DRM analysed in this paper is 0.4. 
An outline approach for determining an optimal design for the SKA is shown in Figure 7. 

 

Figure 7: Structured approach to developing an SKA design 
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The target requirements are derived from the science experiments agreed internationally which are 
translated into the physical parameters to measure or scan e.g. flux, polarisation, sky area etc. By 
considering the operational requirements for observation time, power and scheduling the ability to make 
these observations is formed into a technical requirements specification. At this stage it may be clear that 
some of the specifications are unattainable, whereupon the science experiment or operational 
requirements need to be re-examined and a revised technical specification produced. 

After producing a realistic technical specification, putative SKA implementations can be proposed. It 
should be kept in mind at this stage that while the science specified by the DRM is key, flexibility is a vital 
characteristic of the SKA, provided the costs incurred are not prohibitive. At this stage, a proposed 
designôs performance can be tested against each of the various experiments and the cost can be 
estimated using the cost tool discussed in 8.1 SKACost: the SKA Design and Costing tool. This process 
is liable to highlight cost issues and performance limitations that may restrict some experiments. A 
combination of re-evaluating the affected experiments, prioritising experiments or reviewing the 
operational model will need to be undertaken and the process repeated. There will need to be 
considerations for the experiments in losing desired parameter space due to a mixture of lower sensitivity, 
restricted frequency range or resolution from shorter baselines etc. This will provide an effective means of 
comparing different implementations of the SKA.  

Of course, the process also has to consider the detailed performance of a range of parameters, risks, 
timeline, power requirements, upgradeability etc associated with the possible solutions evaluated. By 
discussion, the most appropriate implementation can be developed. 

In this paper a proposed SKADS implementation is presented, the ñSKADS-SKAò, this is considered to be 
a viable solution to maximise the science output for the cost and risk. 

5.2 SKA Specifications from the DRM 

The underlying scientific experiments for the SKA are laid out in the DRM. The requirements for each 
experiment are considered in terms of fundamental physical parameters: flux, frequency, area of sky to 
cover, polarisation etc. By applying reasonable operational constraints, the ideal technical performance of 
the SKA can be derived for each experiment. This is an ongoing task as the science and operational 
aspects become more clearly understood. A summary of the principal DRM requirements is shown in 
Figure 8. The experiments are not currently prioritised, however, that process will need to be undertaken 
to develop the optimal SKA. 

There are some immediate observations that may be made at this stage: 

1. The major surveys are almost entirely conducted below 1.4GHz, the rest HI line. 

2. Only AGN experiments require baselines above 500km, specifying 3000km. 

3. The specification of 10,000 m
2
K

-1
 for many of the experiments does not appear to be a calculated 

requirement. 

4. Some of the experiments will yield progressive improvements for the science output with 
increasing sensitivity, resolution or survey speed e.g. continuum observations; pulsar timing. 
These experiments may be viable with reduced sensitivity. 

5. The transient search and exploration of the unknown is assumed to use as much parameter 
space as is provided by the key science experiments. The scaling over current instruments is 
high, so there is very likely to be significant science that can be performed. 
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Notes: 

The plots are shown against the principal SKA characteristics: 
sensitivity, survey speed and baseline. There are many other 
parameters to consider e.g. dynamic range, polarisation purity etc 
in a detailed evaluation. 

These charts use figures taken from the DRM; they are subject to 
evolution for frequency range and variation over frequency.  

No prioritisation of experiments has been currently agreed. 

The blue parameters are taken directly from the DRM and are 
therefore considered to be the key parameters for an experiment. 
The red lines are derived parameters using the ñSKADS-SKAò 
performance. 

The transient requirements are not shown and are assumed to 
use the parameter space required for all the other experiments 
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Figure 8: Graphical requirements analysis of the Design Reference Mission, DRM ver0.4. 
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The SKA ñCommon Frameworkò, illustrated in Figure 9, describes the principal parameters of all the 
collector types: AA-lo, AA-hi, dishes fitted with FPAs and dishes fitted with single pixel feeds. These can 
be implemented in alternative scenarios and analysed for relative cost, performance and risk. The 
parameters being considered are: 

¶ Low frequency operation 

¶ High frequency operation 

¶ Maximum baseline 

¶ Sensitivity 

¶ Each collectorôs own parameters e.g. diameter, configuration, bandwidth etc. 

 

Figure 9: Illustration of the SKA Common Framework.  

This restricted set of parameters is still a very large parameter space to examine, which is part of the 
SPDOôs remit within PrepSKA. This analysis will make use of the Cost tool described in Section 8.1.  

Here we consider an implementation consisting of just AAs and dishes fitted with single pixel feeds, 
similar to the AA scenario in SKA Memo 100.  

5.3 AA and Dish+SPF implementation 

The implementation being analysed here is based on the scenario used in SKA Memo 111, ñSKADS 
Benchmark Scenario Design and Costing ï 2ò (Bolton 2009), shown in Table 3. There are further 
considerations, derived from the further work done in SKADS and the clarifying of the science 
requirements in the DRM. 

The outline of the system is shown in Table 3, and consists of low and high frequency AAs and an array 
of 15m diameter dishes. The dish diameter is not calculated, but taken from Memo 100 (Schilizzi 2007). 
In this paper the details of frequency range and sensitivities will be reconsidered from Memo 111, and will 
be used as a basis for the following discussion. 
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Table 3: SKA scenario from SKA Memo 111, Design and Costing - 2 

Freq. Range Collector Sensitivity Number / size Distribution 

70 MHz to 
450 MHz 

Aperture array 
(AA-lo) 

4,000 m
2
/K at 

100 MHz 
250 arrays, 
Diameter 180 m 

66% within core 5 km 
diameter, rest along 5 
spiral arms out to 
180 km radius 300 MHz to  

1.0 GHz 

Aperture array 
(AA-hi) 

10,000 m
2
/K at 

800 MHz 
250 arrays, 
Diameter 56 m 

700 MHz to 
10 GHz 

Dishes with 
single pixel feed 

10,000 m
2
/K at 

1 GHz 
2,400 dishes 
Diameter 15 m 

50% within core 5 km 
diameter, 25% 
between the core and 
180 km, 25% between 
180 km and 3,000 km 
radius. 

 

The overall structure of the SKA system is shown in Figure 10 and includes the collector systems on the 
left, communications and control network in the centre and correlation and processing on the right. These 
subsystems are considered in some detail in this paper. 

 

Figure 10: SKADS-SKA implementation using AAs and single pixel feeds on dishes. 

In the light of the science experiment requirements shown in Figure 8 the SKA design in Table 3 has 
been reconsidered to match to the strengths of the collector technologies. This would suggest a natural 
crossover in collector technology at 1.4 GHz with a reduction in sensitivity/survey performance close to 
the top frequency of the AA, which will happen naturally if the array becomes sparse at a frequency below 
the top frequency: 

1. If aperture arrays can be economically implemented up to 1.4 GHz then this technology would be 
best placed to cover the majority of high speed survey requirements for the SKA. Also for the bulk 

..

Sparse AA

Dense AA

..

Mass Storage

Time

Standard

Central Processing Facility - CPF 

User interface

via Internet 

...

To 250 AA Stations

...

DSP

...

DSP

To 1200 Dishes

...
15m Dishes

C
o

rre
la

to
r ï

A
A

 &
 D

is
h

16 Tb/s

10 Gb/s

Control Processors

& User interface

Post Processor

Data

Time

Control

70-450 MHz

Wide FoV

0.4-1.4 GHz

Wide FoV

1.2-10 GHz

WB-Single 

Pixel feeds

Tile &

Station

Processing

80 Gb/s

Optical

Data 

links



 
 
 
 

 

Project supported by the 
European Commission 
Contract no. 011938 

 

Draft  DS8_T1: 
 Aperture Arrays for 

the SKA 

Doc.nr.:  

Rev.: 0.91 

Date: 17 March 2010 

Class.: Public 

  26 of 146 

timing of newly discovered pulsars operating to 1.4GHz makes the AA appropriate for forming 
many beams to time pulsars with good precision concurrently. 

2. If wideband feeds can be made to operate efficiently, then a relatively straightforward dish design 
operating from ~1.2GHz to 10GHz with a single feed could be implemented. The fallback is the 
use of multiple narrower band feeds with a changeover mechanism. 

3. The experiments which require longer baselines and higher frequencies do not require 
sensitivities above 5,000 m

2
K

-1
, there may be a case for pulsar timing with a higher sensitivity 

between 2-3 GHz with baselines as short as possible, this could be accomplished with a relatively 
narrow band, efficient feed using as close packing as is practical ï reducing communication 
costs. 

4. There needs to be substantial debate on the merits of very long baselines up to 3000km. In this 
implementation we will limit the baselines to 500km, which will compromise the AGN experiments 
described in the DRM chapter 2. 

Taking the comments above to prepare a revised implementation specification the result is shown in 
Table 4; which has: 

1. Raised the top frequency of the AAs to 1.4 GHz to match most survey requirements, albeit with 
sensitivity reducing from ~1.0 GHz. 

2. Raised the bottom frequency of the WBSPF to 1.2 GHz to make implementation more 
straightforward and costs lower due to reduced size. 

3. Reduced the sensitivity of the array between 1.4 GHz and 10GHz to 5000 m
2
/K which matches 

the science requirements at reduced costs. 

To test how closely this matches the science experiments an overlay of the array performance on the 
requirements is shown in Figure 11. As can be seen this represents a reasonably close match to the 
DRM requirements. 

Table 4: Proposed SKADS-SKA implementation 

Freq. Range Collector Sensitivity Number / size Distribution 

70 MHz to 
450 MHz 

Aperture array 
(AA-lo) 

4,000 m
2
/K at 

100 MHz 
250 arrays, 
Diameter 180 m 

66% within core 5 km 
diameter, rest along 5 
spiral arms out to 
180 km radius 400 MHz to 

1.4 GHz 
Aperture array 
(AA-hi) 

10,000 m
2
/K at 

800 MHz 
250 arrays, 
Diameter 56 m 

1.2 GHz to 
10 GHz 

Dishes with wide-
band single pixel 
feed 
(SD-WBSPF) 

5,000 m
2
/K at 

1.4 GHz 
1,200 dishes 
Diameter 15 m 

50% within core 5 km 
diameter, 25% 
between the core and 
180 km, 25% between 
180 km and 3,000 km 
radius. 
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Notes: 

Specifications of the three arrays are overlaid onto the 
requirements. The óoutriggersô not inside the performance 
envelope are: 

1. Low frequency EoR sensitivity. This requires 16 km
2
 Aeff. 

2. Continuum deep field sensitivity, can thisbe reduced or use 
the timing dish array? 

3. Wide field polarimetry survey speed, can the science be 
performed with a maximum frequency of 1.4GHz? 

4. & 5. AGN resolution, the very long baselines are expensive. 
Can the science be done with less resolution or VLBI? 

6.    Continuum deep field resolution at low frequencies, can this 
be done with a few large dishes? Is it necessary? 

Figure 11: SKADS-SKA performance overlaid onto the DRM requirements
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The SKADS-SKA implementation represents the best performance compromise that brings the SKA 
construction within the published budget. There are clearly some science experiments that are affected 
by the reduction in high frequency sensitivity and the shorter maximum baselines. Many experiments will 
either take longer or have results that are not as precise as may be desired. These factors will all need to 
be discussed within the community to establish the priority of the experiments and the financial value that 
is put on them. Clearly, each individual experiment could be accommodated by building out the SKA to 
cover their requirements at an incremental cost. For example: 

¶ Increased sensitivity >1.4GHz. The main impact will be for high precision timing of pulsars for 
the detection of gravity waves. Also, continuum measurements have specified more sensitivity at 
these frequencies. 

¶ Baselines to 3000km. These are expensive in terms of the communication and processing 
costs. They can also be added as a long term upgrade. However, the AGN experiments may be 
difficult without these baselines. There may be a VLBI solution. 

¶ Increased sensitivity <400MHz. This is specified by the EoR experiment. This would require 
2.5x more collecting area for the sparse AAs covering some 16km

2
 total.   

5.4 SKA central processing: Imaging 

The general SKA layout shown in Figure 10 has three principal areas:  

¶ Collector technologies: AAs and dishes forming beams on the sky for observations 

¶ Communication links carrying the beam information to the correlator 

¶ Central processing facility that forms the beams into images or other useful data sets for scientific 
investigation 

In this paper the collector technology being considered in detail is AAs, the communication network while 
extensive is relatively uncomplicated; however, the implementation of the central processing has a 
profound influence on the architecture, cost and capability of the SKA. The ability to efficiently process the 
data from the collectors is central to the SKA performance and was the subject of substantial investigation 
within SKADS. 

The imaging central processing requirements are not homogenous and can be broken into several stages 
each of which benefits from using the appropriate technology. The overall structure of the central 
processing is shown in Figure 12, the nature of the data and functions are discussed below with the 
rationale for the processing. 

5.4.1 Incoming Beam information  

The incoming data from the AAs and dishes will be formed as beams. This is essential for the dishes, 
since that is the function of the reflecting surface; in principle the AAs could produce data in alternative 
formats. In this description it is assumed that everything is beam data. 

The amount of data is directly related to the sensitivity of the SKA (for a given Tsys); bandwidth; field of 
view (FoV) and number of bits per sample. Since the aperture arrays have a very large FoV their total 
data rate is large, ~4Pb/s. The dishes while numerous have a smaller FoV and have a total data rate of 
~200Tb/s. 
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Figure 12: General structure of the processing chain at the central processing facility 

5.4.2 Correlator input data rate 

All observing modes use full polarization with data sampled at a specified number of bits and at the 
Nyquist rate for the required bandwidth. 

Assuming the signal is Nyquist sampled, the data rate, Ὃ1, from each collector depends upon number of 

polarisations, ὔὴ; bandwidth, ЎὪ; number of bits per sample, ὔὦὭὸ; and number of beams, ὔὦ and is given 

by: 

 Ὃ1 = 2ὔὴЎὪὔὦὭὸὔὦ= 4ЎὪὔὦὭὸὔὦ  

The data rate for a dish with a single pixel feed is 64 Gb/s for the maximum 4 GHz bandwidth and 
assuming two polarisations with 4 bits per sample.  The total input data rate is: 

 ὋὭὲ= ὲέ.έὪ ὨὭίὬὩί ὼ Ὃ1 =  ὔὈὋ1. 

For a dish with a single pixel feed ὔὦ= 1.   For aperture arrays, ὔὦ is the average number of beams over 
the bandwidth given by: 

 ὔὦ=
1

ῳὪ
᷿ ὲὦ
Ὢάὥὼ
Ὢάὥὼ ῳὪ

Ὢ ὨὪ 

If necessary, dishes can be grouped into stations and beamformed within the station.  The maximum 
number of independent beams that can be produced for an AA or station of dishes is equal to the number 
of independent collecting elements.  For a station of dishes this is the number of dishes in the station at 
all frequencies.  At and above the frequency for which the AAs are Nyquist sampled this is equal to the 

number of elements in the AA.  At lower frequencies the number decreases as l
2
.    

For the AA, the number of elements is so large (>65,000 in an AA-hi station) that the number of beams 
formed by the AA beam-forming processor is very much less than the limiting case.  The specification 
anticipated for the survey speed requires 250 square degrees across the band, which defines the AA 
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station data rate. Once this data rate is defined, the station processor at the AA has the flexibility to re-
use this data bandwidth in any way giving an arbitrary ὲὦ(Ὢ), chosen in this case to maintain a constant 
FoV.  This specification gives a total data rate of 14Tb/s and an average ὔὦ~1200. 

The AA-hi and AA-lo stations share bandwidth into the correlator, in practice the core stations have 
separate communications channels, these will need to be configured carefully entering the correlator.  

Table 5: Summary of data rates into the correlator 

 N Nb G1 Gin 

AA stations 250 1200 14 Tb/s 3,500 Tb/s 

Dishes + SPF 1920 1 64 Gb/s 122 Tb/s 

12-dish stations 40 1 64 Gb/s 2.5 Tb/s 

5.4.3 Correlator processing requirements 

For a detailed discussion on the correlator processing see SKADS deliverable DS3-T2.1b. If it is assumed 
that the correlator is supporting two polarisations with both cross-polarisation products and the auto 
correlations then the processing load is given by: 

ὔέὴ ὧέὶ= 4
ὔὔ+ 1

2
ЎὪ 

The operations are complex MACs over a bandwidth B. Considered in terms of the data rate per collector, 
arbitrarily trading bandwidth and number of beams, then the load becomes for 2 polarisations: 

ὔέὴ ὧέὶ= ὔὔ+ 1
Ὃ1

2ὔὦὭὸ
 

5.4.4 Correlator output data rate 

The output data rate from the correlator, Gout, determines the amount of data which must be processed 
post-correlator and together with the complexity of these calculations determines both the computational 
and financial cost of the post-correlator system.   

The output rate from the correlator depends on the configuration of the telescope and the astronomical 
experiment being performed.   The configuration for the SKA is currently being developed PrepSKA.  The 
expected configuration consists of a core of 5 km diameter, outside of which the distribution of collecting 
area is distributed logarithmically with distance from the core.  While the precise configuration of 
collecting area within the core is still to be determined, it will not affect this data rate significantly.   It is 
assumed that the aperture arrays are distributed out to a maximum baseline of 180 km, with dishes out to 
further, possibly to 3000 km.  The distribution of baseline lengths is crucial to Gout.   

It is likely that dishes are grouped into stations on the longer baselines so that these dish-stations may be 
beam-formed into an effective single antenna of diameter equal to that of the station, with the option of 
producing multiple beams per dish-station. 

Samples from the correlator are time-accumulated compared to the input data.  The integration, or dump 
time, for samples from the correlator are set by the requirement that the fringes from sources at the edge 
of the field of view are properly sampled.  Even in continuum experiments, the output data must have a 
frequency resolution very much smaller than the full bandwidth in order to reduce the effects of bandwidth 
smearing away from the field centre.  The accepted standard requirements on integration time and 
frequency resolution for an interferometer with maximum baseline ὄ and collector diameter Ὀ are: 

 
ὸ‏

s
=  ὥὸ

Ὀ

ὄ
= ~  1200 

Ὀ

ὄ
  

 
Ὢ‏

Ὢ
= ὥὪ

Ὀ

ὄ
= ~  

1

10

Ὀ

ὄ
 

For ὔ identical collectors, the correlator output data rate for an experiment in which baselines are output 

to a baseline length ὄ is then given by: 
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 Ὃέόὸ=  Ὣ(ὄ)
1

2
ὔ2ὔὴ

2ὔὦ
1

ὸ‏

ῳὪ

Ὢ‏
2ὔύ 

Where Ὣ(ὄ)  is the fraction of baselines less than ὄ and ὔύ is the word length from the correlator. 

Applying the continuum constraint on the channel width and integration time for a baseline ὄ gives: 

 Ὃέόὸ=  Ὣ(ὄ)ὔ2ὔύὔὴ
2ὔὦ

1

ὥὸὥὪ

ῳὪ

Ὢ

ὄ

Ὀ

2

 

The ratio of correlator input to output data rates, Ὂ is: 

 Ὂ=
Ὃέόὸ

ὋὭὲ
= ὔὫ(ὄ)

ὄ

Ὀ

2 1

Ὢ
 
ὔύὔὴ

2ὥὸὥὪὔὦὭὸ
 

Note the input and output data rates scale linearly with the number of beams, ὔὦ. 

Inserting typical values gives: 

 Ὂ= 0.09 Ὣ(ὄ)
ὔ

3000

ὄ

10km

2 Ὀ

15m

2 Ὢ

GHz

1

  

With existing interferometers the correlation stage has always brought a substantial reduction in the data 
rate from input to output.  For the SKA this will not be the case for many experiments and furthermore the 
imaging requirement for the channel width will in very many experiments exceed the scientific 
requirements for spectral resolution in spectral-line imaging.   

To illustrate these results: the dish configurations in SKA Memo 100 with observations at 1 GHz,  the 
output data rate from the correlator exceeds the input rate for baselines longer than 32 - 40 km.  Whereas  
Ὂ is always less than unity for the aperture arrays assuming a longest baseline of ~180 km.    

Simply put, this is due to the large number of small diameter dishes compared to a relatively small 
number of large AAs, both having roughly equivalent collecting area. 

The expressions just considered for the output data rate assume the same integration time and channel 
width for all samples as is usually implemented.  An obvious data reduction technique is to use an 
integration time and channel width which is baseline dependent.  In this case the output data rate from 
the correlator is then given by: 

 Ὃέόὸ=  ὔ2ὔύὔὴ
2ὔὦ

1

ὥὸὥὪ

ῳὪ

Ὢ
 
ὄ

Ὀ

2

 ᷿ ὲὦ
ὦ

ὄ

2

  dὦ  
ὄ

0
 

By using baseline dependent integration times and channel widths the data rates from the correlator are 
reduced to between 1/3 and approximately 0.06.  Taking this into account this increases the baseline at 
which the data rate from the correlator equals the data rate into the correlator by about a factor of 4, to 
~130km. 

A summary of data rates out of the correlator using baseline dependant integrations and channel widths 
plus associated FoVs for some selected experimental parameters are shown in Table 6. 
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Table 6: Illustration of data rates out of the correlator 

Experiment 3000 Dishes + SPF 250 AA stations 

Description Bmax 

(km) 

ȹf 

(MHz) 

fmax 

(MHz) 

Achieved 
FoV

1
 

Data rate 
(Tb/s) 

Achieved 
FoV

1
 

Data rate 
(Tb/s) 

Survey: High surface 
brightness continuum 

5 700 1400 0.78 0.055 108 0.03 

Survey: Nearby HI high 
res. 32000 channels 

5 700 1400 0.78 1.0 108 2.6 

Survey: Medium spectral 
resolution; resolved imaging 
(8000) 

30 700 1400 0.78 1.2 108 5.4 

Survey: Medium resolution 
continuum 

180 700 1400 0.78 33.1 108 14.1 

Pointed: Medium resolution 
continuum deep observation 

180 700 1400 0.78 33.1 0.78 0.15 

High resolution with station 
beam forming

2
 

1000 2000 8000 0.0015 33.4   

High resolution with station 
beam forming

3
 

1000 2000 8000 0.0015 429   

Highest resolution for deep 
imaging

2
 

3000 4000 10000 0.001 391   

Notes:  
1. 3000 dishes would be for a dish only solution. There will only be 1200-2400 dishes when using AA-hi 
2. Achieved FoV is at fmax and has units of degrees squared.  For the AA the data rate assumes constant FoV 

across the band. 
3. Assuming that for the dynamic range the FoV of the station only has to be imaged 
4. Assuming that for the dynamic range the FoV of the dish must be imaged 

5.4.4.1 Post correlator data rate scaling 

The data rates from the correlator are a key driver for the cost and power requirements of the post-
correlation processing.   The strong inverse scaling with collector diameter (at fixed total collecting area or 
survey speed) is apparent in these results.    

Taking the post correlator data rate equation: 

 Ὃέόὸ=  ὔ2ὔύὔὴ
2ὔὦ

1

ὥὸὥὪ

ῳὪ

Ὢ
 
ὄ

Ὀ

2

 ᷿ ὲὦ
ὦ

ὄ

2

  dὦ  
ὄ

0
 

For a fixed configuration: 

 Ὃέόὸ  θὔ2ὔὦ
ὄ

Ὀ

2

 

For a fixed sensitivity, Aeff/Tsys, at constant Tsys; the number of collectors and number of beams required 

for a fixed survey speed, Wb(Aeff/Tsys)
2
, scales as: 

 ὔᶿὈ 2 & ὔὦᶿὈ
2 

Hence, for survey experiments, the data rate scaling is: 

 Ὃέόὸᶿ(Ὀ 2)2Ὀ2 1

Ὀ

2

ᶿὈ 4 

For pointed observations, using only one beam, then the scaling is even more severe, with ὋέόὸᶿὈ
6.  

These are clearly important considerations and have a major impact on the post processing costs. 
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5.4.5 Processing requirements 

A detailed discussion of different algorithmic approaches to imaging the data is beyond the scope of this 
paper.  However there are a number of properties of current algorithms which have important implications 
for the data flow.  All approaches require both an imaging and deconvolution step.  The basic procedure 
is an evolution of the Clark algorithm (Clark 1980) and is described in e.g. Cornwell et al. (2008), or 
Bhatnagar et al. (2008). The model is illustrated in Figure 13 and operates as follows: 

1. An initial sky model is defined either as a blank sky model or taken from a global sky model, Im. 

2. Model visibilities are computed from the sky model as V
m
 = A I

m
 where A is the observation 

matrix and represents the process of going from sky to UV data including instrumental errors.   

3. Residual visibilities are calculated as V
R
 = V ï V

R
 and a residual image as I

R
 = A

T
 (V ï V

R
) 

4. Minor loop: A deconvolution on I
R
 is performed using e.g. CLEAN or multi-resolution clean or 

MEM.  Leading to an updated sky model 

5. Major loop: Assess current accuracy and if necessary Goto 2 

6. Update calibration model, and assess accuracy if required Goto 2 

7. Output astronomical data 

 

Figure 13: Outline processing model 

Different algorithms differ in the accuracy with which steps 2 and 3 in particular are performed, the main 
issues being how to deal with the non-planarity of the sky and the treatment of direction dependent 
calibration effects.  In the simplest traditional case A and AT are simply a Fourier-like kernel with 
telescope-dependent gains and therefore fast algorithms make use of the FFT which requires the data to 
be gridded.  This process of gridding/degridding dominates the operation count, certainly for wide-field 
imaging.  There are some key points: 

¶ Many of the operations act on the original UV data, these data must therefore be buffered during 
the algorithm if greatest accuracy is to be maintained. 

¶ The largest operation cost is local to individual UV data, therefore the basic algorithm can be 
distributed over a large number of processors ï the UV processors in Figure 12 ï and provided 
the UV data are properly ordered onto these processors (e.g. so that contiguous regions of uvw-

Subtract current sky 

model from visibilities 
using current calibration 
model

Grid UV data to form e.g. 

W-projection

Major cycle 

Image gridded data

Deconvolve imaged data 

(minor cycle)

Solve for telescope and 

image-plane calibration 
model

Update 

current sky 
model

Update 

calibration 
model

Astronomical

quality data

UV data store

UV processors

Imaging processors



 
 
 
 

 

Project supported by the 
European Commission 
Contract no. 011938 

 

Draft  DS8_T1: 
 Aperture Arrays for 

the SKA 

Doc.nr.:  

Rev.: 0.91 

Date: 17 March 2010 

Class.: Public 

  34 of 146 

space sit on a given processor) then the processing will scale linearly with the number of UV 
processor units.   

There has been no attempt in SKADS to calculate directly the operations count needed in the UV-
processor.  Instead we use the values given by Cornwell (2006) of approximately Nop ~ 20,000 operations 
per UV sample per calibration cycle.  This number is in fact not too critical in determining the overall 
requirements of the UV processor and in particular the costs, which are likely to be dominated by the 
costs of the data buffer.  If we assume a maximum length of observation over which data needs to be 
buffered, Tobs, then the total amount of data that needs to be buffered is 2 Tobs Gout, the factor of two is 
due to buffering an incoming observation while processing the current observation.  The total number of 
operations that need to be performed on a data sample is therefore Nop Nloop where Nloop is the number of 
calibration loops required to reach the required dynamic range.  If we further assume that for the highest-
dynamic range observations it will be necessary to buffer data so that the UV-plane is nearly fully 
sampled, then the maximum value of Tobs will be of order 12 hours divided by the number of evenly 
spaced arms in the configuration, expected to be 5, giving a  Tobs ~ 2.4 hrs ~ 8600s, longer baselines are 
unlikely to be symmetrical with fewer baselines and may well require longer observations.  

5.4.6 Intermediate and final data products 

At present the output data product of an interferometer is usually un-calibrated UV, visibility, data.   
Consider the required size of an image for a given experiment.  If we have a wide-field (survey-type) 

experiment, then the resolution is ~ l/B and the field of view ~ l/D, hence the size of each dimension in 
the image-space domain is ~ a B / D where a is a number of order a few which determines the over-
sampling.  The resulting ñimageò is then of size: 

 ὥ2ὔὧὬ(ὄὈϳ )2ὔὦ 

where we have assumed that each beam is non-overlapping on the sky, and ὔὧὬ is the required number 
of channels in a 3

rd
 dimension and will be the product of the number of Stokes parameters, frequency 

channels and other parameters (e.g. Faraday depth) required in the final data product.  This will result 
from each observation of length Tobs.  Comparison to the expression for the data rate from the correlator 
shows that the ratio of data in the astronomical data product compared to the UV data used in its 
production is: 

 ~ 0.06 Ὕέὦί ὔ
2Ὣὄ

ῳὪ

Ὢ

1

ὥὸὥὪ

1

ὥ2

ὔὴ
2

ὔὧὬ
 

The factor of 0.06 comes from assuming baseline-dependent integration times and channel widths.  
Inserting numerical values, approximating the factional bandwidth to be 50%, taking an oversampling of 
4, and assuming a typical value of 50% for the faction of baselines used in an experiment we get: 

 ~210 
Ὕέὦί

1min
 
ὔ

1000

2 ὔὧὬ

32000

1

. 

It can be seen that going from UV to image-plane data represents in all cases a very significant reduction 
in data volume.  Final imaging data products from the SKA are very unlikely to be anything other than 
astronomical data products.  Furthermore, even allowing for faceting-based algorithms in the imaging 
process, there is also a very significant reduction in data volume to the intermediate image products used 
in the imaging algorithm discussed in section 5.4.5. 

5.5 SKA central processing: Non-imaging 

The SKA non-imaging science covers pulsar search and timing, plus transient searches. These are time 
based experiments and largely require high time resolution beam data. The requirements of the pulsar 
science is highly developed and understood. Transient searches and more generally ñExploration of the 
Unknownò requirements are much less well defined and will benefit from flexibility in the potential 
processing algorithms at the central processing facility. 
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5.5.1 Pulsar search 

An analysis of pulsar search process has been done in SKADS
1
 which considers the data rates and 

processing speed required to perform on-line searches for pulsars. The outline of the processing structure 
for a pulsar search is shown in Figure 14. The following considers the practicality of a useful pulsar 
search using the central AAs within a 1km diameter core. 

The stages in a typical pulsar search are: 

1. Beam(s) from the individual collectors are beamformed into many ñSKA-beamsò up to the FoV of 
the collector.  

2. The SKA-beams are split into sufficiently narrow frequency channels, Nch to make dispersion 
smearing at the sample rate negligible. 

3. Each frequency channel is integrated and sampled at Tsamp. The sample rate needs to be fast 
enough to detect the fastest pulse but slow enough to make the pulsar search processing 
reasonable. Typically Tsamp is ~100ɛS. 

4. The SKA-beams are de-dispersed at intervals close enough to limit maximum dispersion 
smearing to be negligible.  

5. All the frequency channels for a particular series are summed for each dispersion measure. 

6. Every de-dispersed time series is re-sampled for a range of different accelerations of possible 
binary pulsars at different phases of an orbit. The spacing between acceleration searches needs 
to be small enough such that there is little sensitivity loss for any linear acceleration. 

7. The frequency spectrum for each of the resulting de-dispersed and acceleration corrected time 
series from every beam is formed by an FFT. This is to separate out individual pulsar frequencies 
and their harmonics. 

8. The spectra are analysed to identify the pulsars in the beam through a process of finding all the 
peaks in each spectrum and summing appropriately with harmonics. Each possible pulsar needs 
to be checked that it: 

a. is not already a known pulsar either at the fundamental frequency or a harmonic; 

b. is not interference through RFI or other sources; 

c. meet criteria that are likely to identify a pulsar. 

9. Potential pulsars are evaluated, either automatically or manually or by a combination, and re-
observed for confirmation. 

10. Confirmed pulsars are put into a timing observation plan. 

It can be seen that the pulsar analysis is entirely separate on a beam by beam basis, so is ideal for 
independent processing chains. 

5.5.1.1 Beamforming 

The processing load for beamforming is given by: 

ὔέὴ ὦὪ= ὊὧὔὔὴέὰЎὪὔὦίὯὥ 

Where, Fc is the fraction of collectors used at the centre of the SKA; N is the total number of collectors ï 
AA, dish or a combination; Npol is number of polarisations; bandwidth ȹf and number of SKA-beams Nbska. 

The number of beams formed determines the instantaneous field of view given the frequency. Due to the 
SKA-beam size being a function of the distance across the core size being used only collectors within 
~1km are expected to be part of the search due to the number of beams required for a reasonable search 
speed. For example, at 1GHz the size of an SKA-beam using a 1km diameter core area is ~ 0.017º hence 
to cover a 3 deg

2
 FoV requires ~10,000 SKA-beams. 

                                                      
1
 SKADS deliverable DS2-T1.6 
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Assuming a bandwidth of 700MHz and 125 of the 250 AAs within 1km, the number of operations for 
beamforming 3 deg

2
 is ~1.75x10

15
 complex MACs. This is slightly less than the correlation load for the 

same FoV and the same number of collectors. 

The beamformer integrates each frequency channel for Tsamp. The data rate after beamforming and 
integration is given by: 

Ὃὴίὶ= ὔὦίὯὥ
1

Ὕίὥάὴ
 
ῳὪ

Ὢ‏
ὔὴέὰὔύ 

Where Nw is the number of bits per sample.  

 

Figure 14: Pulsar search central processing structure 

The data rate from the AA beamformer using 10,000 beams, 100ɛS sampling of 8-bits, 2048 channels, 
and 2 polarisations is of the order 3 Tb/s. This is a very similar data rate as some of the imaging 
experiments using AAs, see Table 6. Each of these SKA-beams has a data rate of 330Mb/s. 

It can be seen that the beamforming and integration function is very similar to the correlator function in 
the imaging processing: it uses the full data rate of the collectors, the beamforming is simple, integer and 
uses complex MACs to perform and the data are integrated into samples, albeit much faster than required 
for imaging. 
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5.5.1.2 Buffering, de-dispersion, retiming and spectral conversion 

The SKA-beams need to be buffered in channelized form for the length of an observation in order to de-
disperse at various dispersion measures and to resample for alternative accelerations. A typical search 
observation time Tobs would be ~30mins long with the number of samples accumulating to a 2

n
 value for 

optimising the subsequent FFTs. The buffer size for an observation is given by: 

ὔίὥάὴὰὩ =  
Ὕέὦί
Ὕίὥάὴ

 
ῳὪ

Ὢ‏
ὔὴέὰ  

A single SKA-beam for 2
24

 samples (28 minutes with 100ɛS sample time) and 2048 channels is ~70GB 
assuming 8-bit samples. This should be halved by summing the polarisations, typical for a pulsar 
search. The data will be double buffered such that one buffer is filling while the other is being processed. 

The subsequent processing is dominated by the spectral conversion FFTs. For each observation the 
number of FFTs required is the product of the number of trial DMs, NDM and trial acceleration searches, 
Nacc. Hence, an estimate of the processing operations required is: 

ὔέὴ ίί= ὔὈὓὔὥὧὧ× 5ὔίὥάὴlog2 ὔίὥάὴ  

Using the typical values in deliverable DS2-T1.6 where Nacc is 100 and NDM of 100 for a 1677 second 
observation requires ~10Toperations to perform. If this is increased by a factor of two to cover all the 
other overheads including de-dispersion and re-sampling, then to continually process incoming beams 
through to spectra is 20T operations in ~2000 secs. This is a processing performance of 20Gops. The 
total for 10,000 beams is ~200Tops. This is clearly well within the capability of the UV processor used 
for imaging. 

The creation data rate of spectra for analysis processing with Nsw bits per sample, which will be 32-bit 
for single precision floating point, is given by: 

ὋίὴὩὧὸὶὥ =
ὔὈὓὔὥὧὧὔίύ
Ὕίὥάὴ

 

So, for the survey discussed, this would be 3.2Gb/s per beam. This is significantly higher than the 
incoming data rate from the beams, so is not practical to move off the local processor at this stage.  

The division of the pulsar search and identification between the very fast, but relatively hard to 
programme UV processor and the more conventional and widely connected analysis processor is a 
subject of study in PrepSKA.  

5.5.1.3 Pulsar search and analysis 

The search for potential pulsars includes processing for: 

1. Scanning through the spectra to identify the maximum signals 

2. Identifying harmonic relationships and performing harmonic summing 

3. List the strongest signals in each spectrum 

4. Compare spectra from the same beam for maximum signals as a function of DM and 
acceleration 

5. Identify signals that are already known pulsars and eliminate them from the search 

6. Produce optimised profiles in time, DM, acceleration, and precise beam direction; probably in 
the time domain 

7. Reject similar signals which are detected in too many beams as probably being interference 

8. Identify remaining profiles which meet most of the pulsar signal criteria and send for catalogue 
for verification, ether manually or through re-observation 
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It is clear that the analysing of spectra for harmonic relationships and the initial search for signals 
maxima over frequency, DM and acceleration should be performed on the UV processor. Identifying and 
sending profiles and the necessary data to the analysis processor for comparison with adjacent beams 
and final verification. 

Automatically identifying new pulsars from data is notoriously difficult and liable to miss exotic new 
objects; however, with the volume of data to be produced it will be necessary to automate at least to 
some level to reduce the volume of candidates. There is considerable work ongoing with, for example, 
neural networks which are ideally suited to running on regular super-computer as illustrated here. 

The details of the pulsar identification are beyond the scope of this paper and subject to work in the 
PrepSKA era. 

5.5.2 Pulsar timing 

Pulsar timing is less intense on resources than the pulsar search work, but still has critical features for 
the central processing. Pulsar timing has several categories: 

1. Bulk timing of newly discovered pulsars, to determine the essential parameters 

2. Ongoing timing of pulsars selected for more detailed study 

3. Very precise timing of a limited number of millisecond pulsars to test theories of gravity, detect 
gravitational waves etc. 

4. Semi-continuous monitoring of some selected pulsars. 

Timing uses far fewer beams than the survey, eventually one per pulsar timing observation, so much 
more of the SKA can be used to form SKA-beams onto the object. This will increase the signal to noise 
ratio, enable shorter timing observations and improve timing precision. Timing observations use both 
polarisations independently, unlike search which can sum the two polarisations for efficiency. 

Considering the different requirement in more detail: 

5.5.2.1 Bulk timing newly discovered pulsars 

For this work there are likely to be many new pulsars which require a fairly intense timing programme to 
determine their basic parameters with any precision e.g. period, period derivative and position. The lack 
of a precise position, it will initially be as good as the size of the discovery beam, makes the immediate 
timing more challenging since using very small beams derived from a large percentage of the SKA 
collecting area using longer baselines than 1km may actually miss the pulsar! It will therefore be 
necessary clusters of beams around the pulsar to find a more precise position. 

The use of the AA-hi array, particularly operating up to 1.4GHz, makes the very good use of the multi-
beaming capabilities of the AA. The AAs can form many independent beams, which will have some 
constraints due to the data rates between the Tile processors and station processors which may 
restricted the number of areas of the sky. However, the AA can form up to 14Tb/s of data per station 
which equates to 1200 completely independent beams, derived in section 5.4.2.  

The beamforming requirements are the same as in pulsar search: 

ὔέὴ ὦὪ= ὊὧὔὔὴέὰЎὪὔὦίὯὥ 

In this case the system will use all of the AAs. However, the number of beams to form can be 
substantially fewer. The beamforming processing capability is therefore already covered. 

The processing requirements for analysing the data are relatively trivial. It involves folding the timeseries 
at the known pulsar period and improving the timing model. The main challenge will be to automate the 
timing solution to handle the volume of new pulsars. 
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5.5.2.2 Ongoing timing of pulsars 

After the timing solution for new pulsars is found it is anticipated that a subset will be selected for long 
term study. For most pulsars the timing precision required is not difficult to achieve and can be satisfied 
with timing using the AAs. This work can be integrated with the timing of new pulsars. The number of 
observations required falls after a good timing solution has been found; only one beam will be required 
since the position of the pulsar will be known precisely. 

There is the opportunity with the very high number of beams and sensitivity from the AAs to continually 
monitor all pulsars for the life of the SKA. This approach, provided that suitable analyses can be 
performed will yield considerable and unexpected science even from apparently mundane pulsars. The 
amount of data to be stored is trivial. 

5.5.2.3 Precise timing of millisecond pulsars 

To investigate detailed relativistic effects exquisite timing precision needs to be achieved over extended 
time. There are only expected to be around 100 pulsars which meet the criteria for this investigation.  

It has been stated
2
 that the observation frequency should be 2-3GHz and at as high a sensitivity as 

possible. This implies using all the dishes beamformed into a single beam at <1GHz bandwidth. This 
leads to beamfoming processing requirement of ~5x10

12
 complex MACs. This is well within the 

capabilities of the correlator/beamformer. 

There are many details that will need to be considered for the extreme precision required for this 
experiment, including: 

¶ Polarisation purity. This requires 40dB polarisation separation, but only on one beam in the 
centre of the dish FoV. 

¶ Ensuring that the phasing of all the dishes is absolutely precise and calibrated 

5.5.2.4 Semi-continuous pulsar monitoring 

Pulsars change in real time and some exhibit characteristics that would benefit from being observed as 
they occur e.g. glitching, nulling, pulse characteristics etc. The multi-beaming of the AAs make it 
practical to dedicate a beam on specific pulsars and monitor them while they are observable.  

If this is done using the whole of the SKA then it would require significant additional bandwidth to 
transport the beams to the central processing facility. This would be high sensitivity, however, many 
pulsars are observable with individual AA-hi stations, which are >50m collector systems. If additional 
beams, are created by the AA-hi station then since the analysis is very little processing requirement 
(well within the capability of a normal PC) they could be processed locally, with just profile and timing 
information being returned centrally. Many pulsars could be observed this way by distributing them over 
many AA stations. 

                                                      
2
 SKA Reference Science Mission 
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6 SKADS design methodology 

6.1 AA Design Architecture 

The underlying aim when designing the AAs is to match as closely as possible the scientific goals of the 
SKA with the architecture of the AAs. This necessarily requires a complete SKA overview, with a strong 
focus on the frequency range likely to be covered by the AAs. The science requirements/aspirations are 
expressed in some detail in Section 4, Science requirements. The costing of the system is described 
below, here the design of the AA system is considered. 

AAs have many advantages over conventional, reflector based systems which can be summarized as 
almost total flexibility in much of their parameter space. This makes decisions more difficult due to the 
many options that are available. However, if the starting point is the science requirements then the 
decision process becomes clearer.  

All of these systems must be built within acceptable cost and a key cost driver for the AAs is the highest 
frequency that they can support. This is due to each element having a limited Aeff which is a function of ɚ

2
, 

hence, to first order, the number of elements required for a given sensitivity increases quadratically with 
frequency. One of the major benefits of AAs is a very high survey speed, one of the conclusions of the 
SKA scientific requirements is that the demanding surveys are mostly below the hydrogen line at 21cm; 
hence we will limit the potential upper frequency of AAs to 1.4GHz.  

Below is a list of the parameters which we actively consider in the system design and some discussion on 
their implications: 

6.1.1.1 Frequency Range 

The AAs are good at low frequencies and hence will operate from the lowest SKA frequency, currently 
specified at 70 MHz, up to the highest frequency for which they are most cost effective solution. The AAs 
are a system of more than one array to accommodate the frequency range of the elements and the 
effects of increasing sky noise at the lowest frequencies. 

6.1.1.2 Sensitivity  

The sensitivity of the system as a function of frequency and is determined from: size and number of 
arrays, system temperature, scan angle and apodisation employed. This is one of the main design criteria 
and determines the total Aeff for the arrays. This is also the reason for having a sparse array at low 
frequencies to try and overcome the ever increasing sky noise. 

6.1.1.3 Bandwidth  

There is a natural maximum to the bandwidth, which is to observe at all the active frequencies of the 
station. The bandwidth can be traded together with beams (FoV) to use the available data rate from the 
station. With some of the technologies that may be employed at the front end e.g. RF beamforming using 
phase shifting has limited instantaneous bandwidth before beam distortions get too great. The aim in the 
final, SKA Phase 2, implementations is that there are no such restrictions. 

6.1.1.4 Dynamic range 

The ability to meet the dynamic range requirements of the SKA is a very difficult criterion. AAs have at 
least the ability to meet this requirement at frequencies below 1.4 GHz, the characteristics that make AAs 
most suitable are shown in Table 7. This requirement has impact on the diameter of the stations (to 
provide small enough beams), and the data rates within the stations to provide sufficiently good beam 
purity. 
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Table 7: Dynamic range requirements 

Requirement AA Characteristic Remarks 

Operation at low 
frequency 

AAs operate at low 
frequency  

This is a difficult frequency range due to the number of 
sources and atmospheric effects  

Physical stability Very good With no moving receptors, carefully designed the AA can 
be completely stable. 

Unblocked aperture Inherently unblocked Blockages in front of the aperture cause scattering and 
other hard to predict effects, which will reduce the dynamic 
range. 

Small beams The diameter can be very 
large ~60m 

The small beams restrict the amount of sky to process and 
the effects of the atmosphere. Small beams means large 
diameter arrays, the AA is very large diameter with many 
independent beams. 

Narrow band Uses narrow frequency 
channels 

Restricting bandwidth makes calibration more precise. The 
AA system operates as many independent channels. 

Calibration  Can be calibrated by 
element, by frequency and 
by direction 

The AA has exquisite calibration capabilities. This is very 
important. 

Trade DR for 
Sensitivity 

Can change the apodisation 
when required 

The AA can operate as high dynamic range or high 
sensitivity by modifying the beamforming weightings. 

6.1.1.5 Survey speed 

This is a major benefit of AAs, since they can provide arbitrarily high survey speed capability. The basic 
requirement is to have an output data rate that can handle the number of beams necessary to meet the 
survey speed. After a reasonable amount of sensitivity is built, the required survey speed at a particular 
frequency can be provided with a sufficiently large number of beams. Providing more FoV in the form of 
beams is relatively cheap to implement compared to raw sensitivity, provided that the system is stable 
enough. 

6.1.1.6 Polarisation purity 

The ability to provide very precise polarisation information is fundamental to a number of the science 
experiments. This specification is after calibration, but will be limited by the underlying stability of the 
array front-end design and the ability to measure and remove polarisation leakage. This may well be a 
determining factor for the element choice. 

6.1.1.7 Number of independent sky areas 

Due to the hierarchical nature of the beamforming systems, which mitigate the analogue/digital 
processing load, there are likely to be some limitations on the absolute flexibility of the arrays. The tiles 
will produce a number of ñtile beamsò, this restricts the number of totally independent areas of sky that 
can be observed concurrently. If the tiles are using any level of RF beamforming, then the amount of 
hardware available for that function will restrict the number of areas. Within these tile beams station 
beams will be formed within limits set by beam purity for dynamic range. Other than transient searches, 
which can be tailored for different ranges of parameter search, there is no driving science case for 
anything other than contiguous areas of sky to observe. However, this may impose limitations on the 
maximum survey speed available at any specific frequency. An all-digital array does not necessarily have 
this restriction within the electromagnetic performance of the elements/array design. 

6.1.1.8 UV coverage  

The configuration studies consider the layout of the stations, which also includes the number of stations 
required. This is obviously closely tied to the total collecting area and diameter of the arrays. The trade-
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offs are the UV coverage generally improves with more stations, however, the beamsize would increase 
with smaller diameter stations which may bring dynamic range limitations; also more stations increases 
the correlator and post processing requirements. While this will be studied, it is likely that around 250 
stations is appropriate since that will give good UV coverage and the central processing requirements are 
already significantly less than expected for the dish system. 

6.1.1.9 Output data rate and flexibility 

The amount of data produced by the array is a decision that can be made at design time and is a 
consequence of required bandwidth, survey speed and sample resolution. Having defined the most 
demanding survey requirement, the flexibility that can be provided by AAs makes other experiments 
readily achievable. It is anticipated that the AAs will be very flexible in terms of trading off bandwidth, 
beams and resolution; this will need to be designed in at the outset. 

6.1.1.10 Number of arrays and diameter 

As is discussed in 6.1.1.8 this trade-off has some wide system implications. 

6.1.1.11 Scan angle  

Observations at increasing scan angles and consequent sensitivity loss, coupled with likely impact on 
polarisation performance limits the amount of sky that the AAs can observe North-South, further it limits 
the length observation time available. Increased scan angle range is clearly a benefit and substantial 
work is ongoing on element/array configuration development that will maximize it. However, it needs to be 
incorporated into cost-performance modally tool to see if the possible cost implications are worth it. 

6.1.2 AA overall system design 

The AAôs in the SKA are a system designed to provide the necessary technical performance to meet the 
science goals between their lowest frequency of operation and their high frequency limit. Over the 
frequency range 70MHz - ~1400MHz there are two distinct regimes: sky noise limited and relatively low 
sky noise; these benefit from a low frequency sparse array or a high frequency dense array respectively. 
The outline of the arraysô relative performance is illustrated in Figure 15. Above the highest frequency 
practical for the AAs the observations will need to be performed by dish based solutions, with some 
overlap for continuity and possibly enhanced sensitivity. 
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Figure 15: AA performance showing low frequency sparse AA, with higher frequency AA-hi 

Below approximately 450MHz sky noise starts to increase dramatically and Tsys becomes dominated by 
sky noise, hence increasing Aeff with reducing frequency is required to maintain the required sensitivity, 
Aeff/Tsys. Above 450 MHz the sky noise is relatively constant and the Tsys is largely determined by the 
technical performance of the array. 

A sparse array is the obvious candidate to operate below 450MHz because with the elements widely 
spaced the array naturally increases Aeff in proportion to ɚ

2
 down to a frequency where the spacing of the 

elements is approximately ɚ/2 and the array becomes dense. A sparse array, however, has a number of 
disadvantages over a dense array: 

¶ The control and knowledge of the station beams is reduced through undersampling of the 
incoming wavefront. The array will produce grating lobes; 

¶ The design of an sparse antenna element with sufficient sky coverage and bandwidth is 
complicated; 

¶ The beam size is reduced for a given sensitivity due to the filling factor being <1. 

The result of the above is to potentially reduce the available dynamic range and increase the data rate 
required from the array. However, the economics of implementation at low frequency dictate that a sparse 
array is the only viable technology. The science experiments at low frequency are still demanding high 
dynamic range and results from LOFAR and other sparse arrays will guide the ongoing developments. 

At higher frequencies with stable sky noise the dense aperture array, with elements at least fully sampling 
the incoming wavefront up to a frequency shown as fAA in Figure 15 is the most likely configuration of an 
array. Above fAA the array starts to become sparse, which can be used to stretch the highest operating 
frequency with some loss of sensitivity and potentially dynamic range, this is expected to be tailored to 
the science requirements. The dense AA benefits are that it has the highest dynamic range capability and 
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minimum data rate for the beam data due to being a fully filled collecting area. It arguably underutilises 
the elements for sensitivity at lower frequencies in its range. 

Finding the precise trade off in frequency and technology for the AA system is a major goal of the AAVP. 

6.1.3 AA architecture 

SKADS has concluded that the most appropriate type of AA for the higher frequencies is a dense 
aperture array. This is a system that is fully sampling most frequencies in the range of the array. The 
reason for this is that the sky noise is both stable and reasonable; hence Tsys is limited by the front end 
noise of the array. With the science based performance constraints of the SKA in this frequency range a 
dense AA is the most appropriate solution. The lower frequency solution is a sparse array, ideally using 
just one element type for cost and simplicity. The AA-lo will have substantially fewer elements but be far 
more spread out. For stations outside of the SKA core the processing will be combined to efficiently utilise 
the same processing network. Within the core the high and low frequency arrays are likely to be within 
their own areas, so will have their own station processing. The communications over a short range is 
substantially cheaper than over longer distances, so this will be an efficient implementation.  

Each AA-hi station will consist of ~75,000 dual polarisation elements ï 150,000 receiver chains. To form 
beams will require a hierarchical structure in order to mitigate the computational requirements. An outline 
design of the AA system is shown in Figure 16; it includes some possible data rates and processing loads 
which will need to be reviewed as part of the detailed design. 

 

Figure 16: Outline AA station 

The design consists of five main blocks: 

1. The front-end collectors. Each element of the AA-hi and AA-lo is positioned as part of the array 
design and tightly designed with its associated LNA for the lowest noise front-end design. This is 
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then amplified appropriately and transported as an analogue signal, either through cables or 
circuit board tracks to the óTile processorô for initial beamforming. 

2. Tile processor. This is the first stage of hierarchical beamforming and all AA-hi tiles (and 
separately AA-lo tiles) will observe identical areas of sky for subsequent station beamforming. A 
number of elements are combined, likely 8 x 8 dual polarisation elements for the AA-hi using the 
most effective mix of RF beamforming and digital beamforming, appropriate at the installation 
time, to form a number of Tile beams. The tile beams determine a number of areas of sky that the 
AA is observing for subsequent station processing. The bandwidth between the Tile processors 
and the Station processors will be a key determinant of the performance of the AAs. 

3. Station processors. These bring together the output of all the AA-hi tiles (and the AA-lo tiles). 
They form the beams for transmission back to the correlator. The ability to form high precision 
station beams from the tile beams is critical to having a high dynamic range instrument. The 
station processor can also steer beams for local processing e.g. calibration use or pulsars. The 
calibration algorithms will be handled primarily by the station processors. 

4. Long distance drivers. These processors plus optical drive sends the data back to the correlator. 
There are likely to be alternative boards for stations at longer distances from the correlator having 
different laser drivers. 

5. The control processors link to the central processing control and keep the operation of the station 
linked to the rest of the SKA. They also monitor the health of the arrays, detect non-functioning 
components and adjust the calibration parameters appropriately. 

A major element of the design is the ability to move a lot of data around the station economically in terms 
of cost and power. Emerging high speed standards for local optical communications appear to meet this 
requirement.  

A more detailed discussion on the design of the individual blocks is in section 8.2. 

  

Figure 17: Station beams in a Tile beam. Stepped beamforming for off-centre beams on the right. 

 While the station design needs to have a hierarchical structure due to processing overhead, as with most 
reduction techniques there will be a level of compromise involved. By processing elements in groups, as 
tiles, limited numbers of tile beams are used to create a large numbers of station beams. This structure 
leads to errors in the beamforming which increase the further off-centre from a tile beam it is. This is 
illustrated in Figure 17. The ñperfectò station beam requires linearly increasing delays across the whole 
array which is illustrated in Figure 17; in the hierarchical system each Tile has the same local delay slope, 
these are then put together by the station processor to form station beams. Of course, the station beam 
that has precisely the same delay slope as the tiles can produce a perfect beam; this will be the central 
station beam with a tile beam shown in Figure 17 left hand illustration. However, for station beams off-
centre from the tile beam a series of steps in the element delays across the array is created shown in the 
right hand illustration. The consequence of these regular steps is to produce substantial sidelobes and 
reduced beam sensitivity. 
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This is where much simulation work will be required to find the performance, processing and 
communication trade-off. By processing elements in groups, as tiles, limited numbers of tile beams are 
used to create a large number of station beams. This structure leads to errors in the beamforming which 
increase the further off-centre from a tile beam it is. This is illustrated in Figure 17. The solution is to form 
a larger number of tile beams than a simple model would anticipate, or find an alternative structure. 

6.1.4 AA station layout 

The outline AA station in Figure 16 does not specify the physical position of the sub-systems. There are 
two main options: 

¶ Centralised. Provide analogue gain and signal transport to one or a few processing bunkers. 
This limits the amount of RFI screening required for the digital systems and keeps the sampling 
clocks and their timing precision requirements in a small area. However, it will require a lot of 
analogue gain systems and signal transport which may be expensive.  This is the approach used 
by 2-PAD. 

¶ Distributed Tile beamforming. Each beamformer is placed close to the Tile elements, limiting 
the interconnect power and costs required; only beamformed data is transported to the station 
processors. This layout will require many RFI shielded enclosures with consequent power, clock 
and cooling distribution. However, there are significant benefits in limiting the analogue 
complexity. This approach was adopted by EMBRACE, using RF (low interference) beamforming 
which removes the need for a distributed digitisation clock. 

The centralised approach makes upgrading the Tile processors simpler; however, given the availability of 
low cost, low power high speed short range optical links the distributed approach appears the more 
effective solution. This will need to be shown through further cost and power modelling. 

6.2 Central Processing design 

Note: The figures here consider the implementation of 2400 dishes. This may be revised for 1200. 

The implementation of the central processor follows from the discussion in sections 0 and 5.5 discussing 
imaging and non-imaging requirements respectively. The central processing configurations discussed are 
reproduced side-by-side in Figure 18. 

 

Imaging 

 

Non-imaging 

Figure 18: Central processing architectures 

The similarity of requirements for the different stages of processing for both systems imply that ensuring 
that configuration or programming can support imaging and non-imaging observations will be highly cost 
effective. Using a unified central processing system avoids extensive data switching for raw collector 
data; provides opportunities for commensurate observations of imaging and non-imaging science 
experiments; enables innovative new observing techniques to be used; avoids duplicating development 
effort and is an easier maintenance environment.  
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The descriptions below discuss the requirements in pairs. 

6.2.1 Correlator/beamformer ï C/B 

It is assumed that the correlators are FX type and that the frequency division has been done to the 
appropriate level prior to the beam data arriving at the C/B. This can readily be achieved by the AAs in 
the station processors. The dishes will need an amount of processing after digitisation, which will include 
frequency division. 

Correlation and beamforming both perform a very large quantity of simple operations, efficiently 
implemented using integer arithmetic and use a great deal of communications I/O. The processing is 
dominated by complex MACs.  

Whilst being the same process, there are major structural differences between the correlation of the AA 
signals and the dish signals. For the AA there are relatively few, ~250, stations each forming very many 
beams, >1000, over 1600 10Gb/s data links or equivalent. Whereas, the dishes are providing one beam 
from up to 2400 collectors over 8 10Gb/s links. This inherently implies that there are two C/Bs which 
confers a number of advantages: all the collectors can be used concurrently; there is no need for large 
amounts of switching of raw beam data and mass production can be used efficiently for the AA C/B. 

The number of complex operations for a correlator operating on two polarisations, providing cross-
polarisation and auto-correlation products is given by: 

ὔέὴί ὧέὶὶ= 4
ὔὔ+ 1

2
ЎὪὔὦ 

It is convenient to re-state this in terms of incoming digital sample rate, which covers any mixture of 
number of beams and bandwidth as with an AA: 

ὔέὴ ὧέὶ= ὔὔ+ 1
Ὃ1

2ὔὦὭὸ
 

G1 is the total data rate per collector for both polarisations. 

6.2.1.1 AA correlation/beamforming implementation 

The AA correlator lends itself to a highly modular implementation split by beams or matched incoming 
data channels. 

It is assumed here that the communications are use 10Gb/s (8Gb/s actual data rate with 8:10 encoding) 
channels, the most cost effective data rate currently and fits conveniently with the available data rates for 
optical and copper communications. Eight of these 10Gb/s channels are colour multiplexed onto a fibre, 
delivering 80Gb/s per fibre. The AA correlator can then be designed as 200 ñshelvesò each with eight 
identical sub-correlators. 

Each sub-correlator can be characterized as having: 

¶ 250 stations, N 

¶ 4-bits per sample, Nbit 

¶ Incoming data rate per collector of 8Gb/s, G1 

Hence, the processing rate required per sub-correlator is: 63x10
12

 complex MACs or ~250TMACs. 

An outline physical design is shown in Figure 19. This is aimed to make construction and interconnect 
straightforward. It is constructed as a double-sided shelf in a rack, where a multiplexed fibre from each of 
250 AA stations is connected using sixteen input cards, each with 16 inputs. It is assumed here that each 
fibre carries 8 off 10Gb/s channels. The demultiplexed optical signals from the demultiplexer are ordered 
to march each of the sub-proceeor cards to minimise signal distribution. A 10Gb/s channel from each 
station is presented to sub-correlator card via a mid-plane, which routes the incoming signals 
appropriately. There are therefore eight sub-correlators per shelf. The visibilities are output via local fibre 
from the sub-correlator boards to a data switch for routing to the appropriate UV processor. 
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Each sub-correlator needs to be capable of processing 250TMACs. In this layout, this could be provided 
by an array of fifteen of the 20TMAC multi-core processing chips, as used in the AA-processing. 

The full AA-correlator would use 200 of these shelves; at three to a rack the entire system is 70 racks. 
Improvements in processing performance or communications throughout this sub-system could reduce 
the power or number of boards involved. There are a total of 1600 sub-correlator boards in the system. 

 

Figure 19: A possible physical implementation of AA sub-correlator 

The beamforming requirement for the AAs covering 3 deg
2
 is a total of 1.25x10

15
 complex MACS. This is 

a beamforming load of <1T complex MAC per sub-correlator; this is much less than the 63T complex 
MACs required for correlation. 

6.2.1.2 Dish correlator/beamformer implementation 

The dish correlator is a different topology with 2400 collectors or 2650 collectors in the cross-over 
frequencies of the dishes and AAs. There is one beam, so there are not full frequency sub-correlators. 
Instead the correlations have to be done over many narrower bands. 

The total data rate for the dish system is far lower than the AAs so it is practical to consider using eight 
very large, but relatively standard, 10Gb/s data switches in order to perform the corner turning function. 
Each of the beam inputs for 10Gb/s from 2400 dishes is connected to each switch. On one switch, data 
from 250 AAs is also presented; this is to include AAs for the overlap frequencies for high sensitivity 
observations. The switch provides 240Gb/s of narrow bandwidth channels to each of the correlator cards. 
These could be similar to or maybe even the same design as the sub-correlator boards for the AA. 
Assuming the data are presented on 10Gb/s channels then system can be considered to be eight 
identical systems covering the full frequency range. An outline of the dish+AA correlator is shown in 
Figure 20. In this layout there are 100 correlator cards per data switch, or 800 correlator cards to cover 
4GHz, or 5MHz per card. 
























































































































































































